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Abstract. Determination of surface energy balance depends on the energy exchange 
between land and atmosphere. Thus, crop, soil and meteorological factors are cru-
cial, particularly in agricultural fields. Evapotranspiration is derived from latent heat 
component of surface energy balance and is a key factor to clarify the energy trans-
fer mechanism. Development of the methods and technologies for the aim of deter-
mining and measuring of evapotranspiration have been one of the main focus points 
for researchers. However, the direct measurement systems are not common because 
of economic reasons. This situation causes that different methods are used to estimate 
evapotranspiration, particularly in locations where no measurements are made. Thus, 
in this study, non-linear techniques were applied to make accurate estimations of evap-
otranspiration over the winter wheat canopy located in the field of Atatürk Soil Water 
and Agricultural Meteorology Research Institute Directorate, Kırklareli, Turkey. This is 
the first attempt in the literature which consist of the comparison of different machine 
learning methods in the evapotranspiration values obtained by the Bowen Ratio Ener-
gy Balance system. In order to accomplish this aim, support-vector machine, Adaptive 
neuro fuzzy inference system and Artificial neural network models have been evalu-
ated for different input combinations. The results revealed that even with only glob-
al solar radiation data taken as an input, a high prediction accuracy can be achieved. 
These results are particularly advantageous in cases where the measurement of mete-
orological variables is limited. With the results of this study, progress can be made in 
the efficient use and management of water resources based on the input parameters of 
evapotranspiration especially for regions with limited data.

Keywords: bowen ratio energy balance, artificial neural network, adaptive neuro fuzzy 
inference system, winter wheat.

1. INTRODUCTION

Investigation of the relocation of water with events such as precipitation, 
surface flow, evapotranspiration and infiltration are of great importance for 
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the management of water resources. Throughout the 
world, clean water resources are gradually decreasing 
due to climate change and, most importantly, inadequate 
management of water resources in agriculture.  Sus-
tainable use of water resources is only possible through 
accurate monitoring of all hydrological cycle elements 
and utilizing this information for decision support in 
water resources management.  Evapotranspiration (ET) 
is one of the most important components in hydrologi-
cal cycle among the others which are precipitation, infil-
tration, surface and groundwater flow. Evapotranspira-
tion can be described as the change of phase of water 
in the soil, plants, rivers, lakes and seas with the effect 
of atmospheric conditions and movement towards the 
atmosphere. It consists of two factors: evaporation and 
transpiration. Evaporation represents the conveyance of 
water from the water surface to the atmosphere, while 
transpiration accounts for the transmission of water 
from land to the atmosphere through plants. Evapo-
transpiration calculations are performed either by direct 
measurement or indirect methods as well as estimation 
methods.  In this study, the Bowen Ratio Energy Bal-
ance (BREB) method was used to measure actual ET and 
mathematical models have been proposed using the data 
obtained from the measurements. 

Artificial Neural Network (ANN) and Adaptive Neu-
ro Fuzzy Inference System (ANFIS), which are frequently 
used in many areas in recent years, are also widely used 
in ET calculations (Wu et al., 2019; Ferreira et al., 2019; 
Maroufpoor et al., 2020).  In addition, new machine 
learning techniques have been introduced such as support 
vector machine (SVM), gene expression programming 
(GEP), extreme learning machine (ELM) and the methods 
that enable to predict ET have been diversified. Abdul-
lah et al. (2015) predicted the reference ET (ET0) values 
by using ELM and feedforward backpropagation (FFBP), 
then compared the results with the values obtained 
from Penman & Monteith equation (Allen et al., 1998). 
Besides, they conducted sensitivity analysis with five vari-
ables (maximum and minimum air temperature, sunshine 
hours, relative humidity and wind speed) for 3 different 
locations. It was pointed out that the sensitivity of the 
variables was changed according to the location. Estima-
tions were made with different input variations and ELM 
performance was found to be higher than the FFBP mod-
el with higher coefficient of determination (R²=0.991 for 
ELM and R²=0.985 for FFBP) as well as lower computa-
tion time. It has been shown that the solution in the ELM 
model is almost twice as fast as in the FFBP model. In 
addition, compared to the estimates made with all inputs, 
the predictions made with four inputs (without net radia-
tion) are more successful, albeit with a slight difference. 

Gocic et al. (2016) calculated monthly reference 
evapotranspiration by using ELM and compared their 
results with different empirical equations for a 31-year 
period. Minimum and maximum air temperatures, 
actual vapor pressure, wind speed and sunshine dura-
tion were used as inputs while the empirical equa-
tion results as the output.  The outputs obtained by 
three different empirical equations, namely Hargreaves, 
Priestley–Taylor and Turc, were subjected to correlation 
analysis with the results of FAO Penman & Monteith 
equation (FPM). It is stated that the results of the three 
above mentioned equations have high correlations with 
FPM.  The prediction models were established by sepa-
rating the dataset as 50% training and 50% testing sets. 
The model performances were evaluated on the basis of 
empirical equations and they concluded that the Har-
greaves model outperforms to models obtained by with 
other two equations.  

Wen et al. (2015) predicted daily evapotranspira-
tion using support vector machines.  Predictions were 
conducted with limited data and the results compared 
with the values obtained from FAO Penman & Monteith 
equation. Similar to previous studies in the literature, the 
model with predominant maximum temperature (Tmax) 
and minimum temperature (Tmin) parameters was also 
evaluated by comparing with different empirical calcula-
tion methods as well as ANN results.  In order to avoid 
dimensional differences in models, normalization was 
performed on each data set. As a result of the model 
evaluation, it was stated that SVM model showed supe-
rior performance even when the different model struc-
tures of ANN were considered. However, although the 
dominant parameters were expressed as Tmax and Tmin, it 
was found that the predictions made by these two inputs 
(R²=0.772) performed rather poorly than the predictions 
made by all inputs (R²=0.95).  Similarly, Antonopoulos 
and Antonopoulos (2017) made predictions with ANN 
by using limited meteorological variables and compared 
the results with different empirical methods. Optimum 
input combination was determined with different input 
variations. As a result of the normalization of daily data 
for five years, the results of ANN model and other deter-
ministic models were evaluated by considering the results 
of the widely accepted Penman & Monteith method. The 
most appropriate ANN structure (4-6-1) was obtained for 
the predictions and it was concluded that better predic-
tions can be achieved with a smaller number of variables, 
e.g. temperature and solar radiation.  

With the daily data obtained from the 13 different 
meteorological stations, Yassin et al. (2016) evaluated 
the performance of ANN and GEP. Reference ET was 
predicted by using maximum, minimum and mean air 
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temperatures; maximum, minimum and mean relative 
humidity, wind speed and global solar radiation. They 
aimed to improve model performance by using valida-
tion set and the calculated ET values by means of Pen-
man & Monteith equation was used as a target value. 
Furthermore, the ANN model was found to be slightly 
more successful than the GEP. Nevertheless, GEP can be 
used in ET calculations in terms of less time consuming, 
since it gives algebraic equations. In the study, in which 
the validation phase was also considered during the data 
set separation, in order to increase the reliability of the 
model results, Banda et al. (2017), predicted reference 
evapotranspiration by dividing the data set into three as 
train, validation and test. In their evaluation it is point-
ed out that multi-layer perceptron (5-5-1) has the highest 
accuracy, although there is not a big difference between 
the applied neuro computing techniques. The small dif-
ference between the model performances may be due to 
the normalization process. 

In the study comparing tree algorithms, which are 
one of another machine learning techniques, with SVM 
results, Fan et al. (2018) stated that SVM has higher 
accuracy than the tree algorithms for different climate 
conditions, particularly with the limited meteorologi-
cal data.  Ferreira et al. (2019) drew attention to regional 
models rather than local predictions in the calculation 
of ET0. They used the temperature and relative humid-
ity data of 203 stations representing the entire Bra-
zil. For ANN, the previous 2-day and 4-day data were 
shown to be the best options for generalization capac-
ity in temperature-based and temperature-and relative 
humidity-based models, respectively. Additionally, the 
ANN approach was applied to estimate the surface soil 
temperature by Lazzus (2014) and to determine the har-
vestable water from air humidity data by Khaledi (2019). 
Furthermore, Șaylan et al. (2017) used ANN and adap-
tive neuro-fuzzy inference system for modeling of soil 
water content. Şaylan et al. (2019) modeled the surface 
conductance parameter in Penman & Monteith equa-
tion over a crop by ANN. Following the widespread use 
of mathematical models in the prediction of hydrological 
parameters, ensemble models are also frequently used in 
the literature. Ensemble models are used for precipita-
tion (Xu et al., 2020; Ahmed et al., 2020), flood (Tiwari 
and Chatterjee, 2010; Liu et al. 2017) and water quality 
(Partalas et al. 2008; Elkiran et al. 2019) predictions. For 
reference evapotranspiration, Nourani et al. 2019 has 
established both empirical ensemble and artificial intel-
ligence ensemble models with 2 different strategies. They 
used Feed Forward Neural Network (FFNN), Adaptive 
Neuro Fuzzy Inference System (ANFIS), Support Vec-
tor Regression (SVR) methods for artificial intelligence 

ensemble, while Hargreaves and Samani (HS), Modi-
fied Hargreaves and Samani (MHS), Makkink (MK) 
and Ritchie (RT) equations were utilized for the empiri-
cal ensembles. They established models to predict refer-
ence evapotranspiration with meteorological variables 
obtained from five different regions, including Turkey. It 
was concluded that ensemble models have higher accu-
racy than stand-alone models. In addition, it has been 
pointed out that artificial intelligence-based ensemble 
performs better than empirical ensemble models. 

As seen above, in many studies, daily total refer-
ence evapotranspiration was modeled with nonlinear 
approaches using daily meteorological data. The differ-
ence of this study from other studies is that instead of 
reference ET, the actual evapotranspiration measured by 
the BREB method with short time intervals (30-min) is 
determined for the first time in the literature using data-
driven models with a limited number of meteorological 
variables measured in the same time interval.

Main aim of this study was to estimate the 30-min 
actual evapotranspiration of winter wheat measured by 
BREB method as a function of limited number of mete-
orological variables such as 30-min average air tempera-
ture (T), relative humidity (RH), global solar radiation 
(RS), vapor pressure deficit (VPD) using data-driven 
models (SVM, ANFIS and ANN) at the experiment 
field of Atatürk Soil Water an Agricultural Meteorology 
Research Institute in the Kırklareli city, locates in the 
north-west part of Turkey.

2. MATERIALS AND METHODS

2.1. Study area and data

Study area covering 8 ha is located in the field 
of Atatürk Soil Water and Agricultural Meteorology 
Research Institute Directorate (41°41’53’’ N, 27°12’37’’ 
E, 171 m asl), in Kırklareli which is one of three prov-
inces located in the Thrace Region, Turkey (Fig. 1). The 
surface water potential of Kırklareli constitutes 1.2% of 
the Turkey’s surface water, while the amount of econom-
ically irrigable land in the province is 112013 ha (Ekme-
kyapar and Cebi, 2017). Thus, Kırklareli has a suitable 
area to observe the agricultural activities. In this study, 
the observations were taken during the 2009-2010 winter 
wheat growing period from this area. 

The evapotranspiration (obtained from latent heat 
flux) values were calculated by using Bowen Ratio Ener-
gy Balance method by using the following equations 
(Bowen, 1926).

 (1)
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Rn-G-LE-H=0 (2)

 (3)

where, β is Bowen ratio, is psychrometric constant (kPa 
°C-1), Rn is net radiation (Wm-2); G is soil heat flux (Wm-

2); LE is latent heat flux (Wm-2); H is sensible heat flux 
(Wm-2); ∆T is the temperature gradient (oC) and ∆e is 
the vapor pressure gradient (kPa) over the height inter-
val above canopy surface. 

BREB system is built on a 10 m measurement mast. 
The sensors found in the BREB measurement system 
and their measurement heights are given in Tab. 1.

Meteorological variables were measured in an inter-
val of 1 s and recorded as an average of 30 minute. In 
this study, the raw BREB data recorded in every 30-min 
were used to estimate evapotranspiration. One of the 
most difficulties in using the BREB method is that the 
temperature and vapor pressure differences used in cal-
culation of the bowen ratio generally approach -1 near 
dawn and dusk. Apart from this, the temperature and 
vapor pressure gradients should be controlled in the 

relationships between H and LE. Therefore, data were 
checked according to the criteria of Ohmura (1982) 
and Perez et al. (1999) to avoid suspicious data situa-
tions. Then, incorrect data were eleminated and miss-

Fig. 1. Study area.

Tab. 1. BREB measurement system components and the measure-
ment heights.

Sensor Model Measurement height/
depth

Data Logger Campbell Scientific, 
CR1000 -

Temperature and 
Relative Humidity Vaisala, HMP 2 m and 3m

Wind speed and 
direction NRG, RNRG 0.5 m, 1 m, 2 m, 5 m, 

10 m

Precipitation Campbell Scientific, 
TE 1 m

Global solar radiation Kipp&Zonen, NR 2 m
Net radiation Kipp&Zonen, NR 2 m
Soil heat flux Hukseflux, HFP 8 cm
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ing data were completed by considering criteria. During 
the measurement, various meteorological factors such as 
global solar radiation, net radiation, humidity and tem-
perature etc. were measured and recorded. However, 
each measured variable is not included in the models as 
an input in data driven techniques to ensure the usabil-
ity of the proposed methods. For instance, net radiation 
was not included in the model, even though it has con-
siderably high correlation with the actual ET, since it is 
already calculated by using solar radiation. Addition-
ally, net radiation is not continuously measured data in 
the world. Therefore, it is considered sufficient to include 
only global solar radiation in the model to pay regard to 
easy use of the models. As a result, using these variables, 
latent heat flux was calculated with the help of Equation 

1 to Equation 3 and it is converted from the latent heat 
flux to the actual evapotranspiration (ETa). Thus, mean 
temperature (T), relative humidity (RH), global solar 
radiation (RS) and vapor pressure deficit (VPD) were 
used as inputs, while actual evapotranspiration was used 
as the output for the proposed models. The correlation 
matrix is introduced in Fig. 2. The time-series of the 
input variables and output are also given in Fig. 3. 

As can be seen from the correlation matrix in Figure 
2, global solar radiation has the highest correlation with 
the ETa among the other input variables. It is followed 
by relative humidity, which has the negative correlation, 
mean temperature and vapor pressure deficit, respective-
ly. Considering that global solar radiation shows such a 
high correlation (R=0.95), it is possible that high accu-

Fig. 2. Correlation matrix.
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racy models can be obtained even by using only global 
solar radiation as the input. 

The statistical features of the observed parameters 
used in this study are given in Tab. 2. 

2.2 Support vector machine 

Support vector machine (SVM) is a data-driven 
machine learning approach based on statistical learning 
theory. Although SVM was initially used to best distin-
guish between two classes of data, it was later developed 
with multiple classification studies for data requiring 
more than two classes. This separation is expected to be 
made as optimal as possible. To make the most appro-
priate classification, a linear decision surface, i.e. the 

hyperplane, is constructed (Cortes and Vapnik, 1995). 
The hyperplane established in the space, maximizes the 
distance between the data of both classes. This distance 
is called a margin and maximizing margin is essential to 
minimize error. Besides, in determining the hyper-plane 
that separates the instance space linearly, only the mar-
ginal values have an effect, while changing the remain-
ing samples does not have an effect on hyper-plane. The 
support vector machines model is implemented by mov-
ing the input vectors nonlinearly to a high dimensional 
space. The kernel functions are used for this process. 
For the nonlinear data, kernel functions greatly increase 
learning performance. 

The structure of the support vector machines is 
shown in Fig. 4. In this method, the SVM has no infor-
mation about the distribution of input data set. The 
attribute value of each input data, along with the value 
of a given coordinate, is plotted as a support vector in 
n-dimensional space. Decision planes are created for 
classification using these support vectors as training 
data and thereafter, it is able to classify input data sets 
with support vector machines separating the two class-
es. With this method, learning process is performed on 
input data and prediction is made.

Let [(x1,y1),(x2,y2),(x3,y3),…,(xn,yn)] be a training set, 
where n denotes the number of training data set, xi and yi  
represent input and output vectors, respectively. The best 
function for the support vector regression as follows: 

Fig. 3. Time series of the calculated variables with BREB.

Tab. 2. Basic statistical properties of the measured 30-min average 
meteorological and calculated variables with BREB.

Variables Min Max Median Average Std. 
Deviation

T (oC) -9.27 37.86 16.19 16.38 8.39
RHmean (%) 27.04 98.49 65.34 65.16 16.72
VPD (kPa) 0.02 4.51 0.60 0.85 0.79
RS (W/m2) 0 1039 464.1 478.5 273.4
ETa (mm) 0 0.47 0.12 0.14 0.11
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f(x)=w∙ φ(x)+b (4)

in which, w represents the normal vector, b and φ(x) are 
the bias term and the non-linear function, respectively. 
The objective function is the minimum of the φ(x) as 
following: 

 (5)

Constraints: 

yi-w∙ φ(x)-b≤εi+ξi
w∙ φ(x)+b-yi≤εi+ξi* (6)
ξi,ξi*≥0 ;i=1,2,…,n

C is the penalty parameter which provides stability 
to maximize margin range and minimize misclassifica-
tion. ε is the insensitive loss function, ξ and ξ* are slack 
variables denotes the upper and lower constraints on the 
system output, respectively. The insensitive loss function 
is a function that ignores the error at a certain distance 
from the target value. By using the Lagrange theory, the 
function can be expressed as: 

 (7)

where K(xi,x) is the Kernel function and a, a* repre-
sents the Lagrange multipliers. Kernel function can be 
expressed as generally: 

K(x,y)=〈φ(x) .φ(y)〉 (8)

In this study, the radial basis function (RBF) was 
used as kernel and the equation of RBF as follows:  

K(x,y)=exp  (9)

where σ denotes the radial basis function width. The 
parameters of SVM, C, ε and σ are selected by trial-error 
method. 

2.3. Adaptive neuro fuzzy inference system

Fuzzy logic is an approach introduced by Zadeh 
(1965). It is based on expressing an object or phenom-
enon in a fuzzier manner, without sharp boundaries, 
rather than being expressed with precise values. This 
form of expression is called fuzzification. The fuzzified 
values are then processed in accordance with the rules 
set by the user and the desired modeling is performed. 
The process of converting model outputs to actual values 
is called defuzzification, and there are two commonly 
used types in the literature.  The first inference type is 
Mamdani (1974) which can work with the help of verbal 
expressions and graphical operations. The second and 
the most widely used inference in engineering field is 
Takagi-Sugeno (1985) type inference system. This meth-
od is suitable for use with numerical values and clarifies 
fuzzy expressions with the help of a constant or linear 
equation. Today, the most commonly used structure of 
Takagi-Sugeno inference system is ANFIS. ANFIS can 
be described as the combination of fuzzy logic approach 
and artificial neural network learning algorithms (Jang 
1993). The ANFIS algorithm is described in Fig. 5. 

Layer 1: The data set values are fuzzified. For 
instance, “Less” and “Very” were used to express the input 
values divided into two sets. Therefore, the membership 
degree for the input value is determined as follows:

 (10)

in which; Ii denotes the two fuzzy sets named as “Less” 
and “Very”. ci and σi refer to the parameters of the mem-

Fig. 4. Schematic view of the SVM structure.

Fig. 5. Architecture of ANFIS model.
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bership function, which will be optimized later, called 
the premise parameters.

Layer 2: By multiplying the membership degrees 
calculated in Layer 1, the output value of each node is 
obtained. The result will be named as firing strength: 

wi=μAi (I1)×μBi(I2)      i=1,2,… (11)

Layer 3: Using the input values of Layer 2, the nor-
malized firing strength is calculated as follows:

      i=1,2,… (12)

Layer 4: Using the firing strength value from Layer 
3, the correct equations representing the relationships 
are obtained. The so-called consequence parameters are 
calculated in Layer 4: 

      i=1,2,… (13)

where pi, qi and ri
’ are the consequence parameters. 

Layer 5: In the fifth layer, the final output value is 
obtained by summing all the values from the previous 
step. Besides, there is only one node in this layer.

      i=1,2,… (14)

2.4. Artificial neural network

The application of ANN has continued to increase 
over the last few decades (Aghelpour et al., 2019). 
Research in this area revealed that ANN plays a vital 
role in the modeling of parameters which have nonlin-
ear behavior with low error. Firstly, in the 1940s, engi-
neering studies were carried out (McCulloch and Pitts, 
1943). When it comes to the 1960s, rapidly develop-
ing artificial neural network model studies entered the 
period of stagnation since the networks that can be used 
easily in solving linear problems could not solve non-
linear problems. Following the 1970s, there was a great 
explosion in the studies carried out in this field, starting 
with the comprehension of the abilities of ANN about 
solving non-linear problems (Rumelhart et al., 1986). 
Today, artificial neural networks focused on the concept 
of “deep learning” (LeCun et al., 2015). Considerable 
progress has been made in several fields of study, such 
as image processing (Indraswari et al., 2019) and object 
recognition (Mhalla et al., 2019). Complex structures can 
be solved very quickly, particularly with the increasing 

of computer processor speeds. For the solution of non-
linear problems, Rumhelard (1986) developed multi-
layer artificial neural networks. Similar to the working 
principle of single-layer networks, multi-layer networks 
undergo a learning process by comparing the given 
input samples with the outputs. In the learning process, 
weights are obtained to minimize the difference between 
output and expected values.

Multilayer artificial neural networks consist of 3 lay-
ers, named as  input layer, hidden layer, and output layer 
(Fig. 6).

Multilayer artificial neural networks work with the 
principle of supervised learning. In multi-layer per-
ceptron (MLP), inputs and expected outputs should be 
given for the learning of the network and the network 
intends to compare the model output values with the 
expected output values in order to minimize the dif-
ference. MLP, performs this purpose with two types of 
calculation: (1) Feed Forward and (2) Back Propagation.  
The calculation steps are as follows:
1. The net input value obtained by multiplying the 

weights by the input values:

 (15)

2. The net input value is converted into the following 
equation via the activation function:

 (16)

 where I and W represent input value and weights, 
respectively.

3. The output of the activation function from the hid-
den layer is re-weighted and the final output value is 

Fig. 6. Structure of the multi-layer perceptron.
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reached by a linear transfer function in the output 
layer.

4. The final output value is compared with the expect-
ed values identified to the network. The comparison 
is performed by taking the difference between the 
expected value and the output generated by the net-
work. At this stage, it is desired that the error sum 
of squares be zero. If it is far from zero, the weights 
must be re-updated in order to approach zero.

 (17)

 where Ei and Oi denote expected and output values, 
respectively. From this step, backpropagation is car-
ried out. 

5. The gradient of the “E” value representing the error 
is taken to update the network weights. In each iter-
ation, new values of weights are found and subtract-
ed from the previous weight values.

6. If the change in the weight of the neuron connecting 
the ith element in the hidden layer to nth element in 
the output layer is A, the change in weight at time t 
is calculated as follows:

 (18)

 where λ and α represent the learning coefficient and 
momentum coefficient, respectively. The momentum 
coefficient ensures that the amount of change is add-
ed to the next change at a constant rate, while pre-
venting the network from getting stuck to the local 
minimum during the learning process. The learning 
coefficient determines how much change required to 
be in weights. δn is the error of the output and cal-
culated as follows: 

δn=f ’(Net)E (19)

7. After determining the amount of change in weight, 
the value in th iteration is calculated with the help 
of the Equation 6.

 (20)

8. Updating the weights of the threshold values also be 
carried out with the aid of Equation 20.

2.6. Performance evaluation criteria

In data driven models, a number of metrics are used 
to evaluate model performances. With the help of these 
metrics, statistical comparisons are made and it is con-

cluded whether the model results are statistically signifi-
cant or not. In this study, mean absolute error (MAE), 
mean squared error (MSE), Nash-Sutcliffe Efficiency 
(NSE), Performance index (PI) and Willmott’s refined 
index of agreement (WI) were employed in the model 
evaluation (Nash and Sutcliffe, 1970). All the metrics 
used have different ability to measure the closeness of 
model results and observations. Therefore, a fair com-
parison can be achieved by using those metrics.

Nash-Sutcliffe Efficiency (NSE) varies between -∞ 
and 1. If the efficiency value is 1, then it means that the 
model has a perfect match with observations.  

 (21)

Where Do is observed values, Dp is predicted values 
and  is the average of observed values. Performance 
Index (PI) varies between 0 and ∞. If the PI values are 
close to zero, then the model has high accuracy (Gando-
mi and Roke 2015). 

 (22)

Willmott’s refined index of agreement (WI) var-
ies between -1 and 1.  Likewise NSE, the model can be 
defining as successful if the WI value approaches to 1. If 
the WI value is -1, model interpretation should be per-
formed carefully (Willmott et al. 2012). 

WI=1- , when

| ; (with c=2) (23a)

WI=1- , when

 ; (with c=2) (23b)

Coefficient of determination (R²) value varies 
between -1 and 1, just the same way as WI. Positive val-
ues indicate that two variables are directly proportional, 
while negative values represent the inverse relationship. 
Approaching to -1 or 1 increases the strength of the rela-
tionship, whereas in the case of zero, it means that there 
is no relationship between the variables. MSE and MAE 
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are both expected to be close to zero and the equations 
are given as follows: 

 (24)

 (25)

3. RESULTS AND DISCUSSION

In this study, three different data-driven methods, 
named as support vector machines, adaptive-network-
based fuzzy inference system and artificial neural net-
works were used to estimate 30-min actual evapotran-
spiration values. In this context, the field measurement of 
various climatic variables that are used in the calculation 
of evapotranspiration has been carried out, and estima-
tionss have been made depending on these parameters. 
Thus, global solar radiation, relative humidity, mean 
temperature and vapor pressure deficit were used as 
input variables to the proposed models, while actual ET 
as the output. To achieve the parsimonious selection of 
the most effective inputs, first of all single input-output 
models were tried by taking each variable separately as 
an input (Tab. 3). Then the accuracy of the multiple input 
– single output models were compared with the results of 
the single input – single output models by increasing the 
number of inputs to the proposed models in each time. 
Additionally, the separation of the data set, which is one 
of the most influencing factors on the model accuracy, 
was performed as 70% training set and 30% test set.

3.1. SVM results

In the training phase of models that use SVM meth-
od, data were transformed to a different space to per-

form linear separation due to the nonlinear nature of 
the data. For this process, there are four different kernel 
functions used in the literature: (1) linear, (2) polynomi-
al, (3) sigmoid, and (4) radial based function (RBF). The 
choice of the kernel functions depends on user’s pref-
erences, as well as the data structure. The structure of 
natural phenomena is generally non-linear and contains 
chaotic behavior. For this reason, the RBF is the most 
preferred function by researchers since it has ability to 
generalize the bounds on the probability of classifica-
tion error. Therefore, RBF was used in the present study. 
There are three parameters that need to be optimized for 
Radial Basis Function (RBF) kernel SVM. Those param-
eters are called as gamma, penalty parameter (C) and 
epsilon. Here, the parameters were optimized using-trial 
error method. 

First, single input – single output models were 
obtained as reference models, then multiple input – sin-
gle output models were built. The abbreviations SVM1, 
SVM2, SVM3 and SVM4 represent the models built by 
using mean temperature, relative humidity, vapor pres-
sure deficit and solar radiation as an input, respectively. 
The results obtained by the SVM models revealed that 
the SVM4 model which uses the solar radiation variable 
as a single input has the highest accuracy among all sin-
gle input-single output models. The SVM4 model has the 
determination coefficient as R²=0.909, while the rest of 
the models have lower than the R²=0.5. The model per-
formance started to improve as the number of inputs 
increase in the model setup. For instance, SVM5 and 
SVM6 models perform better (NSESVM5= 0.9387, NSES-

VM6 =0.9163), and SVM7 model that uses all of the four 
input variables, shows highest prediction performance 
(NSESVM7= 0.9398). It is observed that multiple input - 
single output SVM models deviate slightly from the per-
fect model line (Fig. 7). The SVM4 model performance 
is considered to be quite satisfactory when compared to 
the SVM7 model event if its error criteria is slightly less 
than the SVM7. The evaluation of the SVM models with 

Tab. 3. Models identities and corresponding input variables.

Methods
INPUTS OUTPUT

SVM ANFIS ANN

Model IDs SVM1 ANFIS1 ANN1 T ETa

SVM2 ANFIS2 ANN2 RH ETa

SVM3 ANFIS3 ANN3 VPD ETa

SVM4 ANFIS4 ANN4 RS ETa

SVM5 ANFIS5 ANN5 T, RS ETa

SVM6 ANFIS6 ANN6 T, RH, RS ETa

SVM7 ANFIS7 ANN7 T, RH, RS, VPD ETa
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Fig. 7. Scatter plots of SVM models for testing data.
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respect to different performance indicators is given in 
the Tab. 4.

3.2. ANFIS results

ANFIS models were built by using fuzzy logic tool-
box found in MATLAB software. Triangle, trapezoidal 
and gaussian type membership functions were used for 
the different model setups. Using trial and error meth-
od, it is found that the models with gaussian type mem-
bership function has the lowest training error. There-
fore, gaussian type member function was employed for 
the ANFIS model to predict the ETa values in testing 
part. The number of fuzzy sets, which is selected based 
on expert opinion, is another parameter encountered 
during the training phase. In this study, the number 
of fuzzy sets which can be between 2 and 5 was deter-
mined by trial and error method. Although a training 
error decreases as the number of fuzzy sets increase, it 
may cause over-learning to select too many membership 
functions. Since overlearning would reduce the gener-
alization ability of the models, generally upper limit is 
taken as five membership functions depending on time 
series length. Three fuzzy sets were found to be adequate 
to achieve the best ANFIS model performances in train-
ing part. 

In the Sugeno inference type, the output values can 
be in the form of either a constant number or a linear 
equation. This option is selected by the user and does 
not have any significant impact on our current results. 
So, it is decided to use linear equations for a better gen-
eralization. The parameters of linear equation were cal-
culated with least squares method, the membership 
function parameters were obtained by back propaga-
tion algorithm. These training methods readily built 
in Matlab ANFIS editor under the “hybrid” option. 
ANFIS7 model, which has 4 inputs, gave the best predic-
tion accuracy for the testing data set, among the mod-
els established by ANFIS. On the other hand, the single 
input-single output models, except ANFIS4 model, yield 
lower prediction performance (NSEANFIS1=0.308, MAE-
ANFIS1=0.075; NSEANFIS2=0.392, MAEANFIS2=0.067; NSE-
ANFIS3=0.4658, MAEANFIS3=0.061) compared to multiple 
input-single output models (NSEANFIS5=0.928, MAEAN-

FIS5=0.022; NSEANFIS6=0.935, MAEANFIS6=0.021; NSE-
ANFIS7=0.941, MAEANFIS7=0.0198). Also, ANFIS4 model 
gave considerably successful results according to the 
performance metrics, such as MAE, MSE, NSE, WI and 
PI with 0.025, 0.001, 0.907, 0.866 and 0.113 respectively. 
Even tough, the accuracy of multiple input-single output 
models is better than the ANFIS4 model, the results are 
considered to be close to each other and successful pre-

dictions can be made with solar radiation (RS), particu-
larly in the cases where limited data exists. 

The results show that the ANFIS model that has the 
same input combination gives very close NSE and MSE 
values to the SVM model. In other words, the actual ET 
values predictions were achieved with a high accuracy 
using a single input solar radiation both in the SVM and 
ANFIS model. The NSE, MSE, WI and PI values of each 
ANFIS model are given in Table 4. Moreover, the scat-
ter plot of the models created with only solar radiation 
revealed a good scattering which can be considered as 
useful (Fig. 8).

3.3. ANN results

Multilayer perceptron (MLP) have been used in the 
application of ANN. As a first step, input and output 
data were normalized. The normalization is the de-uniti-
zation process, which enables the use of data in different 
scales within the same model. Normalization was per-
formed by dividing all values by the time series’ maxi-
mum values, which can be called also as idealization. 
Thus, values for all data set are reduced between 0 and 1. 
The neural network architecture consists of three layers 
which are (1) input layer, (2) hidden layer and (3) output 
layer. Sigmoid, tangent-hyperbolic and step functions, 
which are not only mostly used for the solution of the 
non-linear problems but also the most common trans-
fer functions in the literature, were evaluated to use in 
the hidden layer. The tangent-hyperbolic function (THF) 
was chosen, because of its best performance results. The 
number of hidden neurons was evaluated in the range of 
3 to 5 by trial and error method. Since the number of 
neurons 15 and/or above 15 is thought to lead to over-
learning and will result in complex model structure, the 
number of hidden neurons is restricted to 15. Backprop-
agation was chosen as the training algorithm and learn-
ing coefficient and momentum coefficients were selected 
as 0.001 and 0.5, respectively. Considering the evalu-
ations carried out according to different performance 
metrics, it is concluded that the ANN5 (the model with 
2 inputs, named as Tmean and RS) has the highest accu-
racy with NSE = 0.946 and MSE = 7E-4. Besides, with a 
slight difference between each other, ANN6 and ANN7 
models were obtained as the second and third best mod-
els, respectively (NSEANN6=0.942, MSEANN6=8E-4; NSE-
ANN7=0.941, MSEANN7=8E-4).  

On the other hand, ANN4 model, which was gener-
ated by using only RS as an input, has the best estimation 
performance among the single input single output mod-
els with NSE = 0.91 and MSE = 11E-4. Considering that 
there is not much difference between the results according 
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Fig. 8. Scatter plots of ANFIS models for testing data.
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Fig. 9. Scatter plots of ANN models for testing data.
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to the performance indicators, the actual ET values can be 
estimated at high success rate by using solely measured RS 
with the help of ANN4. Model structures and prediction 
performances of ANN are also given in Table 4.

The scattering plots of the models established with 
ANN are shown in Fig. 9. ANN4, ANN5, ANN6 and 
ANN7 models distributed on a 1:1 perfect model line, 
while ANN1, ANN2 and ANN3 deviate highly from 
the perfect model line. Also, it indicates that the ANN4 
model is not underestimated or overestimated and can 
be preferred in prediction of ETa values as an alterna-
tive for the multiple input - single output models with a 
slight difference in the model accuracies. 

As can be seen from the box plot diagrams given in 
Fig. 10, error distribution range for single input - single 
output data-driven models, except the models which 
only solar radiation was used as an input, can be con-
sidered as high, in comparison to the multiple input - 
single output data-driven models’ error distributions. 
There are extreme error values for single input - single 
output data-driven models, while weights of negative 
and positive values tend to be relatively equal in the dis-
tribution of error values for the multiple input - single 
output data-driven models, as well as the models which 
only solar radiation was used as an input. The box plots 
also present that the errors of the data-driven models are 
distributed as close to zero. Consequently, it can be said 
that although multiple input - single output models pro-
vide relatively better performances, the model with glob-
al solar radiation as an input appears to be considerably 
successful in terms of practical use with that requires 
only one variable.

4. CONCLUSION

Today, with inadequate clean water resources, the 
large amount of water used in agricultural irrigation and 
the increasing evaporation rate, ET calculations have 
gained importance for the effective use of water resourc-
es. In this article, data-based models were used to evalu-
ate ETa values measured by BREB method. Throughout 
the study, the prediction of the measured ETa values 
with different and limited meteorological variables, 
which are temperature, relative humidity, global solar 
radiation and vapor pressure difference, was performed. 
According to the obtained results of the study, the pre-
diction performances of the models which are created 
using only global solar radiation (RS) as an input were 
very close to the performance of the multiple input-sin-
gle output models created using all other meteorological 
inputs. The main findings of the study are as follows:

Fig. 10. Box plots of the models’ error values for testing data. (a) 
SVM models (b) ANFIS models (c) ANN models.

(a)

(b)

(c)
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• The application of data-driven models such as SVM, 
ANFIS and ANN models showed that data-driven 
mathematical methods can yield easier and faster 
solutions in ET predictions.

• It is concluded that in cases of limited facilities in 
the measurement of climatic variables, it is possi-
ble to make accurate ETa calculations by using only 
global solar radiation.
In addition, unlike the other studies that a few per-

formance metrics were employed to measure their model 
accuracies, a variety of performance metrics were used 
in this paper. This led to a fairer evaluation of model 
performances. Also, the accuracy of the models estab-
lished using limited meteorological variables was high-
lighted, while well accepted predictions were obtained 
using only global solar radiation as an input. 
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