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Abstract. A 30-arc second resolution gridded dataset of 1951–2017 monthly series of 
Standardized Precipitation Index (SPI) and Standardized Precipitation Evapotranspira-
tion Index (SPEI) for a portion of Po Plain in Lombardy region (northern Italy) is pre-
sented. The series were derived from an archive of homogenized and quality-checked 
meteorological station observations covering the study area and its surroundings, 
which were interpolated onto regular grid by means of an anomaly-based procedure. A 
significant negative trend in mean regional SPI series was depicted for summer (-0.14 
decade-1) while stronger decreases were found for SPEI in spring, summer and year 
(-0.14, -0.22 and -0.17 decade-1, respectively). The greatest drying tendencies occur 
in the southern and western parts of domain where summer index trends reached 
-0.23 and -0.30 decade-1, respectively. The more negative trends of SPEI than SPI can 
be probably explained by the increasing role of evapotranspiration over recent dec-
ades triggered by arising temperature. The assessment of spatio-temporal variability of 
drought features (frequency, duration and severity) pointed out increasing tendencies 
in all cases, especially in the western portion of the region. 

Keywords. SPI, SPEI, trend analysis, drought, Po Plain.

INTRODUCTION

Drought is a weather and climate-related natural hazard referring to a tem-
porary scarcity of natural water availability due to a prolonged rainfall deficit, 
which could affect a wide range of environmental, social and economic systems, 
such as food production and agriculture (Parsons et al., 2019; Vicente-Serrano 
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et al., 2012). Several definitions are currently used to clas-
sify the different kinds of drought and their impacts; in 
particular, meteorological droughts refer to the reduction 
of precipitation with respect to normal conditions over a 
specific period and region (Spinoni et al., 2014). Although 
several studies provided evidences that globally land areas 
in very dry conditions have enlarged over the last decades 
(Spinoni et al., 2018; Dai et al., 2004) and a general in-
crease of extreme events in the context of global warming 
is expected (IPCC, 2014), drought behavior exhibits a high 
variability at both temporal and spatial scales. In Europe 
spatial differences were clearly depicted with a tendency to 
wetter conditions in the North-East and to drier regimes 
in the South, especially in Mediterranean areas, enhanced 
by lower precipitation together with increasing evapo-
transpiration fostered by higher temperature (Spinoni et 
al, 2015; Briffa et al., 2009). However, since drought varia-
tions could be even greater at sub-regional and local levels, 
the reconstruction of the recent climate evolution at high 
spatial resolution from dense meteorological networks is 
crucial to analyze local trends and to define water man-
agement plans and future adaptation strategies. Moreover, 
in order to provide a more comprehensive drought char-
acterization and to define its effects on natural and man-
aged systems dependent on water supply, it is necessary to 
consider not only precipitation, which is the main driver 
of drought, but also the role of temperature influencing 
evapotranspiration variability and thus drought severity 
(Vicente-Serrano et al., 2014.). This could be particularly 
relevant for Mediterranean regions, which are some of the 
main hotspots in the context of global warming (Founda 
et al., 2019; Lionello and Scarascia, 2018). 

In Italy, recent studies focused on the analysis of 
drought frequency and intensity variations over several 
central and southern regions by computing different 
drought indices from station observations (Vergni and 
Todisco, 2011; Piccarreta et al., 2004). These studies agreed 
in depicting a general increase of drought events and their 
duration over recent decades, even though the intensity 
of such phenomena depends both on spanned period and 
temporal resolution, and it is strongly influenced by oro-
graphic heterogeneity (Buttafuoco et al., 2015; Di Lena et 
al., 2014). Less studies dealt with drought characteriza-
tion for northern Italian regions (Baronetti et al., 2020; 
Brunetti et al., 2009) and a general positive tendency in 
drought occurrence was depicted, which became more ev-
ident during the most recent decades (Stagge et al., 2017). 

The Po river plain is a large alluvial plain in north-
ern Italy characterized by being one of the most impor-
tant agricultural areas in Europe; consequently, it rep-
resents a very interesting study domain, where accurate 
information about the spatial variability of meteorologi-

cal variables could represent an essential support for the 
development and implementation of water management 
adaptation strategies. Agriculture in the Po plain is in fact 
largely dependent on irrigation and, therefore, it is strong-
ly influenced by droughts. 

In this framework, we reconstructed and analyzed the 
spatio-temporal trend and the variability of droughts over 
a portion of Po Plain (9°12’-10°30’E and 45°00’-45°45’N), 
computing the 1951–2017 monthly series of Standardized 
Precipitation Index (SPI, McKee et al., 1993) and of Stand-
ardized Precipitation Evapotranspiration Index (SPEI, 
Vicente-Serrano et al., 2010) starting from a dense data-
base of historical precipitation and temperature records 
recovered for the study region and surrounding areas. All 
the data were checked for quality and homogeneity, and 
they were interpolated onto a 30-arc second resolution 
grid covering the study area in order to provide regional 
SPI and SPEI records and to assess drought indicator vari-
ability and hotspot locations at fine scale over the domain. 
Long and short-term trends in SPI and SPEI records were 
in fact investigated at both regional and local scales by 
considering two aggregation intervals (3 and 12 months) 
and the spatio-temporal evolution of the main features of 
drought spells, i.e. frequency, intensity and duration, was 
analyzed throughout the spanned period 1951–2017.

MATERIALS AND METHODS 

Study area and meteorological database

The area considered for the present study is located in 
the middle of northern Italy and it includes a large por-
tion of southern Lombardy and the northernmost part 
of Emilia-Romagna for a total of about 8500 km2 (9°12’-
10°30’E and 45°00’-45°45’N, rectangle in Fig. 1). The do-
main is centered on the lower part of the basin of Adda 
river, one of the main tributaries of Po river, and is char-
acterized by a flat and homogeneous orography except for 
the northern part, where the first reliefs of pre-Alps occur.

Despite the presence of large urban centers such as 
Milan, Brescia and Bergamo, agriculture activities are 
intensively practiced with about 70% of the surface cov-
ered by irrigated crops, mainly maize and pasture. Very 
high crop productivities are achieved through an exten-
sive development of irrigation, which relies on the water 
conveyed by a dense channel network and supplied by the 
main rivers.

The database used to assess the drought variability 
over the study domain was composed by more than 200 
monthly precipitation series and 20 monthly maximum 
and minimum temperature series. The records were re-
trieved from the networks of regional services (ARPA 
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Lombardia, ARPA Emilia-Romagna, ARPA Veneto, 
ARPA Piemonte), the historical archives of the former 
Italian Hydrographic Service and several past projects fo-
cused on the recovery and homogenization of secular Ital-
ian meteorological series, especially RICLIC (http://www.
riclic.unimib.it/) and NextData (http://www.nextdatapro-
ject.it/?q=en) projects.

In particular, the precipitation series were extracted 
from the quality-checked and homogenized database 
presented by Crespi et al. (2018a) where it was used to re-
construct the secular precipitation record over the upper 
Adda river basin.

The quality-check procedures included outlier detec-
tions and spatial consistency tests, in which each monthly 
series was reconstructed by means of the surrounding sta-
tions and the comparison between simulated and observed 
values allowed to detect suspicious entries, low-quality 
sites or periods of station malfunction. The same quality-
check procedures were applied to temperature data and 
whenever the homogenized version was not already avail-
able, series homogeneity was controlled by means of a 
procedure based on the Craddock test (Craddock, 1979). 
In such method, for each test series several surrounding 
reference stations were selected and the series of cumula-
tive differences between the test and each reference were 
computed and used to identify potential breaks. Inhomo-
geneous periods in the test series were corrected by apply-
ing proper correcting factors (Golzio et al, 2018). Relevant 
breaks were finally identified and the homogenization was 
performed for 8 minimum and maximum temperature se-
ries. After these activities the monthly mean temperature 
records were obtained as the average of maximum and 
minimum monthly values. The checked and homogenized 
dataset of station records was then used to project the me-
teorological records onto the 30-arc second resolution grid 
covering the study area.

Even though several series spanned a longer period in 
the past, the start of study period was set to 1951, when 
the availability of meteorological records significantly 
improved and the station distribution over the domain 
started to be more homogeneous. Although the cover-
age of temperature series is significantly less dense than 
that of precipitation data (Fig. 1), this it is not expected 
to affect result robustness thanks to the greater spatial 
coherence of temperature (Brunetti et al., 2006), which is 
particularly favored by the homogeneous orography of the 
domain. In addition, in the interpolation framework (see 
the next section for details on the interpolation method) 
the 20 monthly temperature series were integrated by the 
1961–1990 climatological normals, i.e. the 30-year averag-
es, of 125 sites included in the study domain and adjacent 
areas and retrieved from the database set up by Brunetti et 

al. (2014) for the construction of Italian temperature cli-
matologies.

Data interpolation and SPI and SPEI calculation

The gridded datasets of 1951–2017 monthly meteoro-
logical records over the study domain were computed by 
applying the anomaly method (see e.g. New et al., 2001; 
Brunetti et al., 2012; Isotta et al., 2014). Specifically, the 
final precipitation and mean temperature grids were ob-
tained by superimposing fields of long-term means of ref-
erence, i.e. the 30-year climatologies, and fields of anom-
alies, i.e. the departures from the reference values. The 
main advantage of the anomaly method is that it produces 
fields that are not biased by an uneven station distribution 
(New et al., 2001; Mitchell and Jones, 2005).

For both temperature and precipitation, 1961–1990 
was used as reference period and the monthly normals 
were computed after filling the missing values in this 30-
year interval by means of the procedure described in Crespi 
et al. (2018b). The normal interpolation over a 30-arc sec-
ond resolution Digital Elevation Model (DEM, GTOPO30) 
was then performed by applying a local weighted linear 
regression of temperature (precipitation) versus elevation 
(Daly et al., 2002; Brunetti et al., 2014; Crespi et al., 2018b). 
The station weights entering in the fit were locally defined 

Fig. 1. Study domain (rectangle) and station distribution: blue 
crosses are precipitation sites, red triangles represent the locations 
of temperature series, while the black triangles indicate the sites for 
which 1961–1990 monthly temperature normals were considered.
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on a monthly basis accordingly with their distance and 
orographic similarity to the cell to evaluate. For precipita-
tion only, DEM was smoothed in order to account for the 
actual spatial scales at which the orography-atmosphere 
interactions are expected to occur (Foresti et al., 2018). 

The station monthly series were then converted into 
anomalies by the difference (for temperature) and the ra-
tio (for precipitation) from the corresponding normals. The 
anomalies were interpolated over the same grid by means 
of a weighted averaging approach with station weights de-
pending on distance and elevation difference from the target 
cell and their decay was regulated on a yearly basis accord-
ingly with the variation in station density over the study pe-
riod. In particular, the distance halving coefficient was set 
year-by-year to the mean radius over the grid including at 
least three available data. The 1951–2017 monthly series in 
absolute values were finally computed by adding (multiply-
ing) the gridded temperature (precipitation) anomalies to 
(times) the gridded climatologies. The accuracy of inter-
polated data was evaluated by means of the leave-one-out 
reconstruction of station data and the comparison with cor-
responding observations in terms of BIAS, Mean Absolute 
Error (MAE) and Root Mean Square Error (RMSE). 

SPI and SPEI were computed both at cell level from 
the interpolated 1951–2017 meteorological series and at 
regional level from the areal mean of the gridded tem-
perature and precipitation datasets over the domain. The 
standardized indices were computed by fitting the obser-
vation data with the Gamma probability distribution for 
SPI and the Log-logistic probability distribution for SPEI 
over the whole analyzed period (1951–2017). The chosen 
fitting distributions were proved to be the most suitable 
for SPI and SPEI computation, respectively, and are the 
mostly adopted in literature (see e.g. Beguería et al., 2014; 
Stagge et al. 2015). 

While SPI (McKee et al., 1993) takes into account pre-
cipitation only, SPEI (Vicente-Serrano et al., 2010) is based 
on the difference between precipitation and potential 
evapotranspiration (PET). Several methods can be adopt-
ed to evaluate PET, with different requirements in terms of 
variables that need to be measured. Therefore, the choice 
largely depends on data availability and, even though 
more comprehensive methods, like Penman-Monteith’s 
one (Allen et al. 1998), could provide more reliable PET 
estimation, in this work we applied the Thornthwaite’s 
equation (Thornthwaite, 1948), since it requires only mean 
temperature values and it is particularly useful for long-
term reconstruction if no or very few observations of oth-
er variables, such as vapor pressure or wind speed, were 
available in the past. 

Negative SPI and SPEI values for a certain time step 
indicate drier regimes, i.e. less precipitation and/or greater 

deficit, with respect to the mean conditions extracted from 
the whole period, whereas positive values of the indices 
highlight wetter conditions than reference mean values.

SPI and SPEI were computed at monthly resolution 
and for two aggregation intervals (3 and 12 months), in 
order to highlight the variability of climatic signal in rela-
tion to the integration periods and to assess the time scales 
at which the variations are mostly significant. 

The 3 and 12-month aggregation interval records 
(named thereafter SPI (SPEI) -3 and SPI (SPEI) -12, respec-
tively) were used to define seasonal and annual series. Spe-
cifically, seasonal series were defined by considering SPI 
(SPEI) -3 values in February for winter, May for spring, 
August for summer and November for autumn, while the 
annual ones were set up by selecting the SPI (SPEI) -12 val-
ues in December for each year.

In this work, long-term trends and significance of 
time series were evaluated by means of Theil-Sen (TS; 
Theil, 1950; Sen, 1968) and Mann-Kendall (MK; Kendall, 
1975) tests. 

RESULTS 

The study area is characterized by temperate climatic 
conditions with the lowest 1961–1990 mean temperature in 
winter around +3 °C as average and the highest normals 
in summer when mean temperature values are around +22 
°C. The lowest temperatures are depicted over the north-
eastern part of the domain where the elevation gradients 
are higher, while the greatest temperature values charac-
terize the southern part, close to the Po river. As regards 
the precipitation regime, no relevant seasonal differences 
occur and, except for winter when the minimum of pre-
cipitation is reached (180 mm), the average precipitation is 
around 250 mm in all seasons. The altitudinal gradient is 
well depicted also for precipitation distribution: the high-
est precipitation values occur over the northern part of the 
domain in correspondence of the beginning of pre-Alpine 
belt, where total precipitation is in some areas two times 
greater than the amounts characterizing the plain areas in 
the central and southern portions of domain. On yearly ba-
sis, total precipitation values reach 1500 mm in the North 
while the plain areas feature minima of less than 800 mm. 

The errors on climatological fields were computed by 
the leave-one-out reconstruction of all station normals 
within the study area. The monthly mean absolute er-
rors, as average over all stations, range between 7.9 and 
14.8 mm for precipitation and between 0.7 and 0.8 °C for 
temperature.

The assessment of trends and variability in hydrologi-
cal regime over the study domain was performed for the 
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1951–2017 period at both seasonal and annual scales. At 
this aim, the areal 1951–2017 monthly series of precipita-
tion and deficit, i.e. the difference between precipitation 

and PET, were defined by averaging the values estimated at 
all cells of the 30-arc second resolution grid and they were 
used to reconstruct the corresponding SPI and SPEI series 

Fig. 2. 1951–2017 a) annual, b) winter, c) spring, d) summer and e) autumn SPI (black line) and SPEI (red line) obtained as average over all 
the grid cells of the study domain. The dashed lines represent the 11-year centred Gaussian filter with 3-year standard deviation of SPI (in 
black) and SPEI (in red) series.
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over the whole spanned period. The series are displayed in 
Fig. 2. Autumn and annual values were not computed in 
2017 for both indices due to the end of precipitation records 
in October 2017 and in 2016 for SPEI only due to the lack 
of available temperature observations in November 2016.

In the series of both indices, the driest year was 2003, 
which was characterized by a dry spell in summer (panels 
a) and d) in Fig. 2) when exceptional temperature values 
(mean areal temperature anomaly of +4.3 °C in respect 
with 1961–1990 summer normals) were combined with low 
precipitation (mean areal precipitation anomaly of 0.5 in 
respect with 1961–1990 summer normals). The wettest year 
was 2014 when total precipitation amounts exceeded nor-
mals, especially in summer (panels a) and d) in Fig. 2) with 
a precipitation anomaly of about 1.7 in respect with the 
corresponding 1961–1990 mean value. High annual index 
values were also registered in 2010 when the main contri-
bution was provided by winter precipitation (panels a) and 
b) in Fig 2), which reached a seasonal areal anomaly of 1.7. 

The TS slopes obtained for the 1951–2017 areal SPI 
and SPEI series at seasonal and annual scales are listed 
in Tab. 1. As regards SPI, the values experience negative 
tendencies, i.e. drying trends, in spring, summer and at 
annual scale, while winter and autumn are characterized 
by slight index increases, i.e. wetting tendencies. All re-
sulting trends are not statistically significant with MK 
p-value above 0.05, except for summer, when the great-
est SPI decay occurs and it is around -0.14 decade-1. The 
trends of SPEI index show similar results, however in this 
case the TS slopes are more negative in summer, spring 
and at annual scale and all these three values turned out 
to be statistically significant. The stronger signal provided 
by SPEI index could be explained by the increasing role 
of evapotranspiration driven by a positive and significant 
mean annual temperature trend of about +0.3°C decade-1 
over the period. 

In order to further analyze the evolution of drought 
indices over shorter time scales, the running trend of sea-
sonal and annual SPI and SPEI series was computed. TS 

trend and MK test were performed over moving windows 
of increasing length from a minimum of 20 years to the to-
tal length of the series and spanning all the 1951–2017 pe-
riod. The results of the running trend are reported in Fig. 
3 and Fig. 4 for the seasonal SPI and SPEI series, respec-
tively, and Fig. 5 for annual values. The significant long-
term trends of seasonal and yearly SPI and SPEI series, i.e. 
computed over the total length of the series, which were 
already discussed in Tab. 1, were also confirmed in the 
running-trend results (Fig. 3, Fig. 4 and Fig. 5). Besides the 
long-term trends, significant tendencies occurring over 
shorter time intervals are highlighted. It is interesting to 
note that SPEI series exhibit more relevant trends than SPI 
values at both long and short-time scales. In particular, a 
tendency towards drier conditions over time windows of 
20-30 years are pointed out for spring and summer (panels 
b) and c) in Fig. 4) for intervals starting between 1970 and 
1990 and between 1960 and 1980, respectively.

In addition to the regional behavior, the 1951–2017 
seasonal and annual trends in SPI and SPEI series were 
also computed for each cell of the 30-arc second resolution 
grid in order to assess the spatial distribution of drought 
variability.

As regards the seasonal analysis, grid cells with sig-
nificant trends were found out in summer for SPI (panel 
d) in Fig. 6) and in summer and spring for SPEI (panels c) 
and d) in Fig. 7). 

Spring and summer trends are both negative over the 
whole domain and statistical significance occurs for all 
cells for SPEI in summer, while for the SPI gridded dataset 
no signal is depicted for spring, and in summer the nega-
tive trends with MK p-values below 0.05 occur over less 
than half study region. It is worth noting that both indices 
suggest a more relevant drying tendency in the southern 
and the western parts of the domain where SPEI summer 
trends reach -0.30 decade-1 and SPI ones are slightly lower 
and around -0.23 decade-1. In winter and autumn trends 
show MK p-values much greater than 0.05 in all cases, 
however the spatial patterns of TS slopes are comparable 
with spring and summer distributions: values are negative 
in the south-western part of region, even though much 
less pronounced, while decreasing tendencies occur in the 
north-eastern portion of the study area. 

At annual scale, SPI and SPEI trends are negative over 
the whole region, with significant slopes located in the 
western, for SPI, and south-western, for SPEI, portions of 
the area (panel a) in Fig. 6 and Fig. 7). 

As further analysis, SPI-3 and SPEI-3 gridded indices 
were used to evaluate the spatial distribution and temporal 
variability of some specific drought indicators. We con-
sidered the frequency, duration and severity of drought 
events, choosing a 3-month temporal aggregation since it 

Tab. 1. Trends of SPI and SPEI series over 1951–2017 for win-
ter (DJF), spring (MAM), summer (JJA), autumn (SON) and year. 
TS slopes are reported only if the trend is statistically significant 
(MK p-value < 0.05), otherwise trend sign is indicated. Trends are 
expressed as variation per decade.

  SPI SPEI

DJF + -
MAM - -0.14
JJA -0.14 -0.22
SON + +
YEAR - -0.17
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is expected to be a suitable scale to describe drought af-
fecting vegetation and agricultural practices (Bordi et al., 
2007). For six subsequent decades from 1951 to 2010, the 
drought events were identified by following the definition 
of McKee (1993), i.e. a drought episode starts in the month 
(included) when the index value falls below -1 and ends in 
the month (not included) when the value returns positive, 
for at least two consecutive months. In particular, for each 

subperiod we computed the drought frequency (DF) as the 
total number of identified drought spells in the decade, 
the total drought duration (TDD) as the total number of 
months included in the events and the total drought se-
verity (TDS) as the sum (dimensionless) of the absolute 
values of the integral areas under the index curve from the 
start to the end month of each drought spell (Spinoni et al., 
2015). In the following, only the outcomes from SPEI-3 se-

Fig. 3. Running trend analysis on SPI seasonal series: a) winter (DJF), b) spring (MAM), c) summer (JJA), d) autumn (SON). Colors repre-
sent the value of the TS slope while pixel thickness depends on the MK trend significance: pixels corresponding to MK p-values below 0.05 
are reported with greater size. On the y-axis the length of the window is reported in terms of number of years.
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ries are discussed and shown, since SPI-3 exhibits a similar 
behavior, but with a weaker signal, as also pointed out by 
the long-term trend analyses.

The spatial distribution of the gridded indicators over 
the six subsequent decades (Figs. 8-10) highlights in all 
cases higher values from the decade 1981–1990 onwards 
in respect with the previous decades. The total number of 
drought spells that occurred over each one of the first three 

decays was lower than 11 over the whole domain (panels in 
the top row of Fig. 8), while the number of drought events 
per decade was in the range of 11–17 in the following 10-
year intervals (panels in the bottom row of Fig. 8). A simi-
lar increasing behavior was depicted for TDD and TDS: 
the total number of months experiencing drought condi-
tions and the total severity of the drought events passed, 
as averages over the study domain, from 32 months and 

Fig. 4. Running trend analysis on SPEI seasonal series: a) winter (DJF), b) spring (MAM), c) summer (JJA), d) autumn (SON). Colors rep-
resent the value of the TS slope while pixel thickness depends on the MK trend significance: pixels corresponding to MK p-values below 
0.05 are reported with greater size. On the y-axis the length of the window is reported in terms of number of years.



11Spatio-temporal variability and trends of drought indices over Lombardy plain

29 scores in 1951–1990, respectively, to 71 months and 72 
scores in 2001–2010.

The 6-point series of DF, TDD and TDS for each grid 
cell were then subjected to a linear trend analysis. It is 
worth to note that this analysis, although the robustness of 
the results is limited by the small number of values, allows 
to provide a preliminary description of the inter-decadal 
variability of drought features as well as of its spatial dis-
tribution over the study domain. The spatial variability of 
the evolution of the three indicators over the domain is 
reported in Fig. 11, showing the distribution of the linear 
trends obtained over the 6 decades and their significance.

Despite the high spatial variability of trends as a con-
sequence of the few points entering into the linear fit, the 
areas with the greatest and significant increase of indicator 
values are located in the north-western part and in a less 
extended portion in the eastern domain. These findings are 
in agreement with the spatial distribution of SPEI-3 trends 
over the study area even if in this case a more evident signal 
is depicted for the northernmost parts which turned out to 
be more influenced by variation in drought features.

CONCLUSIONS

The 1951–2017 monthly series of the two meteoro-
logical drought indices SPI and SPEI were computed and 

analyzed for a portion of Po plain in northern Italy. The 
series were extracted from a gridded dataset of monthly 
precipitation and mean temperature records covering the 
study area at 30-arc second spatial resolution. The high-
resolution fields were based on a quality checked and ho-
mogenized archive of long station records located on the 
domain and surrounding areas which were interpolated 
onto the grid by means of an anomaly-based method. 

The long-term trend analysis on seasonal and annual 
SPI and SPEI areal series, which were computed by aver-
aging the gridded precipitation and temperature records, 
pointed out a 5%-significant negative trend in summer for 
SPI (-0.14 decade-1) and in spring, summer and year for 
SPEI (-0.14, -0.22 and -0.17 decade-1, respectively). Sig-
nificant drying tendencies in both indices were depicted 
also over shorter time windows (20-30 years) starting in 
1980 and in 1970 for spring and summer, respectively. In 
SPEI series the negative tendencies were more evident 
than in SPI values, probably due to the increasing role of 
evapotranspiration in recent decades triggered by warm-
ing conditions.

The gridded dataset allowed to investigate the long-
term spatial variability of the drought indices over the do-
main. Significant negative trends occurred over the west-
ern portion of the study area for summer and annual SPI 
series and over the south-western parts for spring, sum-

Fig. 5. Running trend analysis on SPI (left panel) and SPEI (right panel) annual series. Colors represent the value of TS slopes while pixel 
thickness depends on the MK trend significance: pixels corresponding to MK p-values below 0.05 are reported with greater size. On the 
y-axis the length of the window is reported in terms of years.
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Fig. 6. Spatial distribution of TS trends for annual (a) and seasonal (winter b), spring c), summer d) and autumn e)) SPI series over the 
domain. Filled areas correspond to trends with MK p-values < 0.05, while dotted areas represent not significant trends. All values are 
expressed as index variation per decade.
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Fig. 7. Spatial distribution of TS trends for annual (a) and seasonal (winter b), spring c), summer d) and autumn e)) SPEI series over 
the domain. Filled areas correspond to trends with MK p-values < 0.05, while dotted areas represent not significant trends. All values are 
expressed as index variation per decade.
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mer and annual SPEI series, with the most relevant de-
crease (< -0.2 decade-1) in summer for both indices.

The drought spells identified in SPEI-3 over the do-
main for the whole 67-year period showed an overall in-
tensification in terms of frequency, duration and severity 
from the 80’s onwards. The linear trend analysis on the 
drought features for subsequent decades partly confirms 
the outcomes of trend assessment for the seasonal SPEI 
series, with the western part of the domain mostly af-
fected by variations in drought indices, while the north-
ern portion showed a greater sensitivity to the changes in 
drought features.

The spatio-temporal variability analysis of the two 
analyzed drought indices (SPI and SPEI) carried out 
for the central part of Lombardy plain suggests that the 
drought risk is expected to increase in the near future as 
a result of the climate change, leading to a decline in pre-
cipitation and an increase in air temperature, and conse-
quently in crop evapotranspiration rates confirming the 
results of other studies for the same area (e.g. Crespi et 
al., 2021 and Ranzi et al., 2021). This will have impacts 
on irrigated agriculture, due to the combined effect of in-
creasing crop water requirements and decreasing summer 

flows in the rivers that supply water for irrigation, caused 
by reduced snow accumulation in winter and anticipated 
snow melting in spring (see e.g. Jenicek et al., 2018). This 
mismatch between crop water needs and river flows has 
already started to manifest itself in the last years increas-
ing the risk of water scarcity (i.e. resources available for 
irrigation less than irrigation demand) during the months 
of higher irrigation needs for the majority of crops. This 
will happen also in geographic areas historically charac-
terized by a good water availability for irrigation such as 
the Lombardy plain. Further analyses are addressed to 
forthcoming studies to evaluate more in detail the main 
factors explaining the spatial variability of drought index 
trends over the domain, and to extend the high-resolution 
drought characterization to a larger area in the Po plain. 
Moreover, the extension of the present study with the 
analysis of the future drought projections for the region 
from climate model scenarios would be essential to better 
evaluate how the drought risk is expected to evolve in the 
near and far future under climate change and this will be 
addressed in a forthcoming paper. The availability of de-
tailed information on the drought evolution over northern 
Italy in the past, present and future could provide relevant 

Fig. 8. Spatial distribution of the frequency of drought events (DF) identified in SPEI-3 series over subsequent decades.
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supporting information to the management of current and 
future agricultural activities and production.
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Abstract. Accurate estimation of evaporation from open water resources like lakes and 
dam reservoirs is necessary to proper water balance management, especially in arid 
and semi-arid regions. A detailed daily evaporation study was conducted on Alavian 
dam reservoir, located in the northwest of Iran. A two-dimensional hydrodynamic 
model was used to obtain the distribution of daily water temperature of the reservoir. 
The water temperature model was calibrated and validated using a three-year observed 
data set (2013-2016). The Bowen ratio energy budget (BREB) is accepted as a stand-
ard approach in estimating evaporation from lakes. To select the best evaporation 
method(s) over the lake, evaporation rates were determined using 30 empirical meth-
ods. These methods were evaluated and ranked with respect to the BREB values. The 
estimated evaporation values by the BREB approach showed that the monthly mean 
and the annual evaporation from the Alavian reservoir during 2015-2016 were equal to 
4.08 mm day-1 and 1508 mm year-1, respectively. The Rohwer (Dalton) and the deBruin 
(combination) methods with the RMSEs of 0.71 and 0.79 mm day-1, respectively, pro-
vided the best performances. To summarize, the methods depended only on meas-
urement of vapor pressure deficit and wind speed (e.g., Rohwer, deBruin and McMil-
lan) were relatively found to be more cost-effective and more practical alternatives for 
determining evaporation at the studied area, owing to their high efficiency and sim-
plicity.

Keywords. Alavian reservoir, evaporation, energy budget, empirical methods, temper-
ature simulation.

1. INTRODUCTION

In many arid and semi-arid areas, surface water is an important resource 
for drinking, agriculture and industry. Since the water demand has increased 
due to climate change, socioeconomic and environmental conditions, the use 
of water resources should properly be managed and optimized. Iran is located 
in an arid and semi-arid region in which many efforts are made to increase the 
water use efficiency. Evaporation from freshwater lakes or dam reservoirs, as 
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a main factor in water loss from surface water resources, 
can play an important role in water resources manage-
ment in arid and semi-arid regions. In the recent years, 
climate change has been a big problem for the activities re-
lated to agriculture (e.g., change in pattern of rainfall and 
temperature) which have important effects on the avail-
ability of water resources in Iran (Zarghami et al., 2011). 
In this situation, the evaluation of evaporation from lakes 
or reservoirs is necessary to manage and control any water 
loss in the available resources. These issues increase the 
importance of understanding the evaporation compo-
nents, as well as the accurate estimation of the evaporation 
losses. Open-water evaporation is a continuous hydrologi-
cal process affected by different parameters such as solar 
radiation, air and water temperature, wind speed, vapor 
pressure deficit, atmospheric pressure, surface area, water 
depth and water quality (Brutsaert, 1982). Hence, estima-
tion of evaporation is a very difficult task since it depends 
on many climatic and geologic parameters.

Different approaches can be utilized to estimate 
evaporation using meteorological data from free surface 
resources. They are classified as: (1) water budget, (2) 
evaporation pans, (3) Bowen ratio energy budget, and (4) 
empirical methods. The empirical methods can be cat-
egorized into five groups: combination, solar radiation-
temperature, Dalton (mass-transfer), temperature-day 
length and temperature (Rosenberry et al., 2007). The 
Bowen-ratio energy-budget (BREB) approach is one of 
the most accurate approaches for continuous long-term 
evaporation monitoring (Harbeck et al., 1958; Omar and 
El-Bakry, 1981; Lenters et al., 2005). Omar and El-Bakry 
(1981) evaluated the evaporation rate from Aswan High 
dam reservoir using the energy-budget and mass transfer 
methods during 1970-1971 based on measurements over 
the reservoir. They concluded that the energy budget was 
the most fundamental method for estimating the evapora-
tion. The effects of errors in the water surface temperature 
and the vapor pressure on the evaporation calculations 
were smaller when using the energy budget method. Also, 
the monthly deviation of evaporation estimated by two 
methods was 10-14% of actual values. Lenters et al. (2005) 
presented a comprehensive, 10-years analysis of seasonal, 
intra-seasonal, and inter-annual variations in lake evapo-
ration for Sparkling Lake, northern Wisconsin (USA). The 
results of a long-term energy budget method showed that 
the mean evaporation rate for the lake over the study peri-
od was 3.1 mm day-1 with a coefficient of variation of 25%.

The BREB, as a standard approach, is commonly used 
to determine the evaporation losses and the efficacy of dif-
ferent empirical methods with different climatic and physi-
cal settings. For instance, Rosenberry et al. (2004) com-
pared evaporation rates calculated by 12 methods with the 

energy budget method in Cottonwood Lake in east-central 
North Dakota, USA. Rosenberry et al. (2007) assessed 15 
approaches in Mirror Lake in northeastern USA and then 
adjusted the methods to better fit the BREB values. Gor-
jizade et al. (2014) tested eight methods in Dez reservoir 
in Iran, and concluded that the Priestly-Taylor and the 
DeBruin-Kejiman approaches performed superior to the 
other alternatives. The evaluation of 19 methods by Ma-
jidi et al. (2015) in Doosti Reservoir in Iran suggested that 
Jensen-Haise, Makkink, Penman and deBruin were the 
best approaches considering the BREB values. Antonopou-
los et al. (2016) evaluated the Artificial Neural Networks 
(ANN) and 3 classical empirical methods in Lake Vegori-
tis, Greece. Hussain (2017) used seven methods to estimate 
the evaporation from Brullus Lake in the north of Nile 
Delta in Egypt, recognizing Makkink as the best method 
followed by DeBruin-Kejiman. Bozorgi et al. (2018) evalu-
ated and ranked 12 methods in Karkheh reservoir in Iran, 
indicating that Stephens-Stewart, Makkink, Jensen-Haise, 
and Blaney-Criddle were the best methods, respectively.

In the BREB method, devices and sensors like pre-
cision spectral pyranometer are used for accurate meas-
uring of the energy budget fluxes. However, if the access 
to these devices and sensors is not possible, a number of 
auxiliary equations can be used to determine the fluxes 
(Torres and Calera, 2010). The most difficult parameter 
to estimate is the thermal energy stored in the lake. To 
compute the energy budget flux, the main parameter to 
measure is the water temperature profiles. The variations 
in the water temperature present the changes in the ther-
mal energy of the lake. The flux can be calculated from the 
outcomes of turbulent diffusion or hydrodynamic models 
(QUALAKE-DOT or CE-QUAL-W2) which can compute 
the lake temperature profiles, and therefore the changes 
in the thermal energy (Antonopoulos and Gianniou, 
2016). Up to now, limited studies have been performed 
to determine the storage heat flux of energy budget us-
ing simulation of temperature profile of a lake/reservoir 
(Gianniou and Antonopoulos, 2007; Antonopoulos et al., 
2016). Gianniou and Antonopoulos (2007) determined 
daily evaporation and energy budget in Lake Vegoritis in 
Greece for the year 1993. They used the one-dimensional 
eddy diffusion model (QUALAKE-DOT) to compute the 
daily water temperature profile of the lake and the ther-
mal energy stored in the lake. Throughout the evaporation 
calculation, two statistics suggested by Tanner et al. (1987) 
and Payero et al. (2003) were applied. 

The aim of the present study is to (1) estimate the dai-
ly evaporation from the Alavian reservoir in Maragheh, 
Iran, based on the energy budget, and (2) evaluate the suit-
ability of 30 empirical equations. A two-dimensional hy-
drodynamic model (CE-QUAL-W2) was implemented to 
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obtain the distribution of water temperature in the reser-
voir. A comprehensive comparison was made to select the 
most accurate approaches in estimating the lake evapora-
tion based on the energy budget method.

2. MATERIALS AND METHODS

2.1. Alavian reservoir 

Sufi-Chay River is located in Urmia Lake basin in the 
northwest of Iran. Alavian dam reservoir is constructed 
on the Sufi-Chay River in East Azerbaijan Province at a 
distance of 3.5 km from the northwest of Maragheh City 
with longitude 46°15’E and latitude 37°25’N. The main 
purpose of the construction of the Alavian dam are to col-
lect and control the Sufi-Chay surface streams and provide 
drinking water for Maragheh City, compensate for part of 
agricultural needs of Maragheh-Bonab plain, the industri-
al areas and the hydroelectric power generation. Fig. 1 il-

lustrates the location of the Alavian dam. The surface area, 
surface elevation, and the volume of the lake from October 
2015 to September 2016 (the year for this study) are 1.57 
km2, 1554.51 m and 27.26 mcm, respectively. The maxi-
mum depth of the reservoir is 60 m. The climate in the 
region is semi-arid with 299.4 mm annual mean precipita-
tion. The annual temperature is 13.5 ºC in July-September 
(summer) and January-March (winter). In the results and 
discussion section, the Alavian dam has been compared 
with Vegoritis Lake (Gianniou and Antonopoulos 2007) 
since there are effective similarities between the two lakes. 
The surface elevation, the surface area, and the volume of 
the Vegoritis Lake in 1993 (the year of the study) were 513 
m, 33.5 km2, and 810.4 mcm, respectively. These param-
eters, as the differences between the two lakes, mainly af-
fect the amount of evaporation, but not the evaporation 
process. In other words, the more the lake surface area is, 
the more the evaporation will be. Other parameters like 
climatic parameters and depth of the lake affect the evapo-
ration process. The maximum depth of the Vegoritis Lake 

Fig. 1. Location of the Alavian Dam reservoir in East Azerbaijan Province, Iran.
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was 48 m (as the similarity between the two lakes). The 
climate in the Vegoritis area is semi-arid with two-distin-
guishing warm–dry and cold–wet periods during the year 
(as similarity). The annual mean temperature was 12.1 °C, 
with July and January being the warmer and the colder 
months of the year, respectively (as similarity). These simi-
larities in the evaporation process show that the two lakes 
could effectively be compared.

2.2. Energy budget method

In order to determine the amount of energy neces-
sary to evaporate water from free surfaces, a Bowen-ratio 
energy-budget (BREB) approach or, in general, a surface 
energy budget can be used. That is, in the water system, 
the energy conservation equation can be applied to deter-
mine the evaporation rate (Winter et al., 2003; Lenters et 
al., 2005; Rosenberry et al., 2007). The BREB is considered 
as the standard and reference approach in long-term and 
continuous monitoring and estimating the evaporation 
from lake surface and requires a large amount of meteoro-
logical and hydrological data. The energy budget of a lake 
can be stated as:

Qs–Qsr+Qa–Qar–Qbs–Qe–Qh–Qw+Qv+Qb=Qx (1)

where Qs is the incoming shortwave radiation, Qsr is the 
reflected shortwave radiation, Qa is the incoming long-
wave radiation from the atmosphere, Qar is the reflected 
longwave radiation from the atmosphere, Qbs is the emit-
ted longwave atmospheric radiation from the water body, 
Qe is the energy used for evaporation, Qh is the energy 
conducted from the water body as sensible heat, Qw is the 
energy advected from the water body to the atmosphere 
by the evaporated water, Qv is the net energy advected into 
the water body by precipitation, surface water, and ground 
water, Qb is the net energy conducted between the lake wa-
ter and the bottom sediments, and Qx is the alteration in 
the energy content of the water body. The unit utilized for 
the fluxes of Eq. (1) is W m-2. 

The fluxes Qe, Qh, and Qw, not measured directly, were 
estimated as functions of the evaporation rate by employ-
ing the following equations:

Qe=ρELv (2)

Qh=βQe (3)

Qw=ρcE(Tw–Tb) (4)

where ρ is the water density (998 kg m-3 at 20 ºC), E is the 
water evaporation (m s-1), Lv is the latent heat of vapori-

zation (J kg-1), β is the Bowen ratio (dimensionless), c is 
the specific heat capacity of water (4186 J kg-1 ºC-1), Tw is 
the water surface temperature (ºC) and Tb is an arbitrary 
base temperature of 0 ºC. When Bowen ratio values (β) 
are close to -1, extremely inaccurate values for the latent 
heat flux (Qe) are estimated. A simple way of facing this 
problem, as proposed by Tanner et al. (1987), is to reject 
the data for which -1.25 < β < -0.75. Furthermore, faulty 
meteorological data or the fact that they come from dif-
ferent stations could sometimes result in fluxes with the 
wrong sign (Payero et al., 2003). Valid data should be met 
the following criteria:

a) Excluding data when -1.25 < β < -0.75 (5)b) Lv(Δe+γΔT)(Qrn–Qx)>0

where Δe= esw–ea, ΔT=Tw–Ta, esw is the saturation vapor 
pressure at the water surface temperature (mbar), ea is the 
air vapor pressure above water surface (mbar), and Ta is air 
temperature (ºC).

In many cases, especially in large and deep lakes, the 
fluxes Qv and Qb are too small and many researchers agree 
to omit the fluxes with small values and insignificant ef-
fects (Stauffer, 1991; Sacks et al., 1994; dos Reis and Dias, 
1998; Winter et al., 2003; Gianniou and Antonopoulos, 
2007; Rosenberry et al., 2007). Winter et al. (2003) reported 
that energy advected to and from the lake by precipitation, 
surface water, and ground water (Qv) was found to have 
little effect on evaporation rates. Net energy gain related to 
surface water was small since the water temperatures were 
low when the largest inflows and outflows occurred during 
spring and the late fall. Net energy gain related to ground-
water was small since groundwater inflow was a small part 
of the water budget and the temperature of groundwater 
was relatively low (Winter et al., 2003).

Finally, by combining Eqs. 1, 2, 3 and 4, the following 
equation is obtained:

 (6)

where E is the water evaporation (m s-1), Qrn is the net ra-
diation (W m-2), and Qrn=Qs–Qsr+Qa–Qar–Qbs. In Eq. (6), 
the fluxes Qs and Qa are calculated from meteorological 
data (Allen et al., 1998; Antonopoulos et al., 2016), and 
Qsr and Qar are fixed portions of Qs and Qa, respectively 
(Anderson, 1954; Koberg, 1964). Qbs is computed from 
the lake surface water temperature by utilizing the law of 
Stefan-Boltzmann (Rosenberry et al., 2007). The alteration 
in the energy content of the water body (Qx) can be cal-
culated by the variation of the lake temperature for each 
energy-budget period (here the period is a day) (Gianniou 
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and Antonopoulos, 2007; Duan and Bastiaanssen, 2015), 
according to the following equation:

 (7)

where ρ is the water density (kg m-3), c is the specific heat 
capacity of water (J kg-1 ºC-1), As is the lake surface area 
(m2), Az is the horizontal area as a function of depth (m2) 
and Tz,t is the water temperature (ºC) as a function of depth 
(z) and time (t). In this study, to determine the water tem-
perature distribution and, as a result, the thermal energy 
stored in the lake, the mathematical model CE-QUAL-W2 
(version 3.7, developed by Edinger and Buchak, 1975) was 
employed

2.3. Lake water temperature modelling 

Many models have been developed in hydrodynamic 
and water quality simulation of lakes/reservoirs. These 
models are widely used especially when there are limited 
water temperature measurements. The CE-QUAL-W2 is 
a two-dimensional, longitudinal-vertical, laterally aver-
aged model which has been developed since 1975 (Buchak 
and Edinger, 1984). This model is successfully applied to 
simulate hydrodynamic, temperature and water quality in 
lakes/reservoirs in different regions (Kim and Kim, 2006; 
Gianniou and Antonopoulos, 2007; Norton and Bradford, 
2009; Buccola and Stonewall, 2016). The CE-QUAL-W2 
model depends on the solution of two-dimensional un-
steady hydrodynamic and advection-dispersion equations. 
The input data required for modeling by CE-QUAL-W2 
are: geometric data, meteorological and hydrologic data, 
shading or vegetation coefficient, wind sheltering coeffi-
cient, inflow, outflow, and water temperature distribution. 
The following data are required to set up the input geom-
etry: topographic map and volume-area-elevation table of 
the reservoir. The topographic map is utilized to produce 
bathymetric cross-sections which are inputs of the model. 
The volume-area-elevation table of project is utilized to 
compare with the one that is produced by the model (in 
calibration stage). The meteorological data includes air 
temperature (TAIR) (C˚), dew point temperature (TDEW) 
(C˚), wind direction (PHI) (Radian), wind speed (WIND) 
(m s-1) and cloud cover (CLOUD) (%). In the present re-
search, these daily data were obtained from the nearest 
station (with a full data set) to the Alavian dam and intro-
duced to the model (Maragheh synoptic station). The veg-
etation coefficient and the wind sheltering coefficient were 
evaluated in the calibration stage (Kim and Kim, 2006). 
The upstream boundary conditions were introduced to the 
model using the reservoir inflows (Tazeh-Kand hydromet-

ric station located at the upstream of the Alavian dam) and 
the inflow temperature (the measured water temperature 
data). The downstream boundary conditions were deter-
mined by the outflows and the water surface level in the 
reservoir (the operating data of the reservoir). 

The parameter set of the CE-QUAL-W2 model was 
calibrated and validated by utilizing the volume-area-
elevation table and the water temperature measurements 
in the Alavian reservoir during October 2013-September 
2016. The constants and coefficients of the model were de-
termined from the literature and modified by using trial 
and error method during the calibration stage. 

After simulating the vertical lake water temperature 
profiles, the values of thermal energy content of the wa-
ter body were calculated using Eq. (7) during October 
2015-September 2016. Finally, the daily evaporation val-
ues for the Alavian reservoir were computed using Eq. (6) 
for 2015-2016. Throughout the evaporation calculation, 
the two techniques suggested by Tanner et al. (1987) and 
Payero et al. (2003) were employed to eliminate the faulty 
meteorological data or wrong sign of fluxes. 

2.4. Evaluation of the empirical methods

To determine the best method(s) for estimating evap-
oration from the Alavian reservoir, the performance of 
30 methods were evaluated by comparing with the BREB 
approach. In Table 1, the empirical equations used in this 
research are grouped according to method type. The com-
bination groups are the most data-intensive as they need 
many energy fluxes and climatic data. The Dalton group 
requires the measurement of wind velocity and saturated 
and actual vapor pressures. The solar radiation-tempera-
ture group requires the measurement of Ta and Qs. The last 
two groups need mean air temperature. The temperature-
day length group also requires day length of the studied 
area.

To discuss the performances of the examined meth-
ods, the three MBE (Eq. 8), RMSE (Eq. 9) and NS (Eq. 10) 
standard statistical indices were used. The MBE (mean 
bias error), indicates the average of deviations of compu-
tational values from observed values, which represents 
underestimation or overestimation of the model or the 
equation. The RMSE (root mean square error) shows the 
average value of errors in the set of predictions, regardless 
of their direction. The RMSE values closer to zero indi-
cate the better performance of a model or an equation. The 
NS (Nash–Sutcliffe) is one of the best indicators of perfor-
mance and accuracy evaluation of a model or an equation. 
Its larger amount indicates that the model/equation is 
more accurate (Nash and Sutcliffe, 1970). The NS and the 
RMSE indices are used to rank the empirical equations. 
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Tab. 1. The empirical methods or equations used in calculating evaporation from the Alavian reservoir.

Method Reference Equation Developed for

Combination group

De Bruin–Keijman deBruin & Keijman (1979) Daily

Brutsaert–Stricker Brutsaert & Stricker (1979) Daily

Priestley–Taylor Stewart & Rouse (1976) Periods of 10 d or 
greater

Penman Brutsaert (1982) Periods greater than 
10 d

De Bruin deBruin (1978) Periods of 10 d or 
greater

Dalton group

Meyer Patel & Majmundar (2016) Daily

Marciano Marciano & Harbeck (1954). E=0.03U2(es–ea) Daily
Shahtin Hajian & Lotfollahi-Yaghin (2015) E=(0.116+0.017U2)(es–ea) Daily
Hefner Marciano & Harbeck (1954). E=0.028U2(es–ea) Daily
Box Shah (2012) E=0.0000778(es–ea) Daily
Leven Shah (2012) E=0.0000094(es–ea)1.3 Daily
Himus-Hinchley Shah (2012) E=0.0000258(es–ea)1.3 Daily
Boelter Shah (2012) E=0.0000162(es–ea)1.22 Daily
Biasin-Krumme Shah (2012) E=–0.059+0.000079(es–ea) Daily

Ryan–Harleman Rasmussen et al. (1995) Daily

Tichomirof Hajian & Lotfollahi-Yaghin (2015) E=(es–ea)(15+3U10) Monthly
Harbeck Shuttleworth, (1993) E=2.209As

-0.05U2(esw–ea) Monthly
Shuttleworth Shuttleworth, (1993) E=2.209As

-0.05U2(esw–ea) Monthly
McMillan Sweers (1976) E=(5×106×As

-1)0.05(3.6×2.5U3)(esw–ea) Monthly
Rohwer Patel & Majmundar (2016) E=0.77(1.465–0.00073Pa)(0.44+0.073U0.6)(es–ea) Monthly
Patel-Majmundar Patel & Majmundar (2016) E=–3.5–0.14Tw+0.25Ta+0.27U2+0.9(es–ea)+0.15S Monthly

Solar radiation, temp. group

Jensen–Haise McGuinness & Bordne (1972) E=(0.014Ta–0.37)(Qs×3.523×10-2) Periods greater than 
5 d

Makkink McGuinness & Bordne (1972) Monthly

Stephens–Stewart McGuinness & Bordne (1972) E=(0.0082Ta–0.19)(Qs×3.495×10-1) Monthly

Temp., day length group

Hamon Hamon (1961) Daily

Blaney–Criddle McGuinness & Bordne (1972) E=(0.0173Ta–0.314)×Ta×(D÷Dta)×25.4 Monthly

Temperature group

Papadakis McGuinness & Bordne (1972) Monthly

Thornthwaite Mather (1978) Monthly

Ivanov Filimonova & Trubetskova (2005) E=0.0018(Ta+25)2(100–RH) Monthly
U.S.B.R Hajian & Lotfollahi-Yaghin (2015) E=0.883(4.57Ta+43.3) Monthly

α = 1.26 = constant of Priestley–Taylor approach, dimensionless,
s = slope of the saturated vapor pressure–temperature curve at average air temperature (Pa ºC-1),
γ = psychrometric ‘‘constant’’ (dependent on atmospheric pressure and temperature) (Pa ºC-1),
Qrn = net radiation (=Qs - Qr + Qa - Qar - Qbs) (W m-2),
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 (8)

 (9)

 (10)

where Ei,ref are the values of reference method (the energy 
budget evaporation), Ei,pre are the calculated values by the 
other methods, Ei,ref is the mean values of reference meth-
od, and N is the total data pairs.

3. RESULTS AND DISCUSSION

3.1. Water temperature distribution in Alavian dam reser-
voir

Fig. 2 shows some characteristics of the simulated ver-
tical water temperature profiles versus the measured ones 
in the Alavian reservoir for different days of the year 2015-
2016. The outcomes show that there is a good fit between 
the measured and simulated water temperature profiles. 
Based on the simulation results, the values of mean abso-

lute error (MAE) range from 0.68 to 2.2º C for the differ-
ent water temperature profiles, which seems appropriate 
regarding the magnitude and the depth of the Alavian res-
ervoir (Kim and kim, 2006; Gianniou and Antonopoulos, 
2007). The results indicate that the reservoir has a positive 
thermal stratification in spring and summer to mid-fall, 
and a negative thermal stratification in winter. 

3.2. Estimation of evaporation

Fig. 3 illustrates the daily and the monthly mean evap-
oration values derived from the energy budget method in 
the Alavian reservoir for the one-year period (October 
2015 to September 2016). According to this Fig., the daily 
and the monthly evaporation rates decrease during fall 
and winter and reach the minimum values in November, 
January and February. Subsequently, as the temperature 
increases in the late winter (March) and during the spring, 
the evaporation rate increases. However, in some days of 
spring (Fig. 3a), due to the cloudy conditions and precipi-
tation, the evaporation rate reduces sharply. In summer, 
the evaporation reaches to peak value and the maximum 
daily evaporation rate becomes about 15.57 mm day-1 in 
April (mean monthly of 10.39 mm). In September, due 
to the decrease in the air and the water temperature, the 
evaporation experiences a downward trend again. In gen-
eral, the mean monthly and the annual evaporation from 

Qs = incoming shortwave radiation (W m-2),
Qx = change in heat stored in the water body (W m-2),
L = latent heat of vaporization (MJ kg-1),
ρ = density of water (998 kg m-3 at 20 ºC),
U0.6 = wind speed at 0.6 m above surface) km h-1),
U2 = wind speed at 2 m above surface (km h-1 for Patel and Majmundar, Shahtin, Hefner and Marciano and m s-1 for the other equations),
U3 = wind speed at 3 m above surface (m s-1),
U9 = wind speed at 9 m above surface) km h-1),
U10 = wind speed at 10 m above surface) m s-1),
Pa = atmospheric pressure (mm Hg),
S = duration of sunshine (hr),
As = area of the water surface (m2),
KM = coefficient: 0.36 for large, deep waters and 0.50 for small, shallow waters,
esw = saturated vapor pressure at temperature of the water surface (mb),
es = saturated vapor pressure at temperature of the air (mb for Brutsaert–Stricker, Ryan–Harleman and deBruin and mm Hg for the other 
equations),
ea = vapor pressure at temperature and relative humidity of the air (mb for Brutsaert–Stricker, Ryan–Harleman and deBruin and mm Hg for 
the other equations),
SVD = saturated vapor density at mean air temperature (g m-3),
Ta = air temperature (ºF for the Blaney–Criddle, Jensen–Haise and Stephens–Stewart equations and ºC for the other equations),
Tw = water surface temperature (ºC),
D = daylight hours,
DTA = total annual hours of daylight for specific latitude; for Alavian Lake, DTA = 4470,
es min and es max = saturated vapor pressures at daily minimum and maximum air temperatures (Pa),
I = annual heat index (I=∑i, i=(Ta⁄5)1.514),
d = number of days in month,
RH = relative air humidity (%).
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the Alavian reservoir during 2015-2016 are equal to 4.08 
mm day-1 and 1508 mm year-1, respectively. Based on the 
evaporation values and the surface area of the reservoir, 
the annual volume of evaporation from the reservoir was 
obtained equal to 2.8 mcm. Since Maragheh city has a pop-
ulation of nearly 176000 and the daily water usage for hu-
man consumption in this city is about 240 liter per day per 
person, the amount of evaporation over the lake is more 
than 19% of the annual volume of water consumed in the 
city (15 mcm). On the other hand, the annual evaporation 
over the lake is about 6.7% of the annual water volume al-

located from the Alavian reservoir to the agricultural sec-
tor (42 mcm). It could be concluded that the importance 
of evaporation losses over the Alavian reservoir is more 
in human usage management than the agricultural sector. 

Obviously, the results of the daily evaporation are prone 
to possible errors due to the use of the reconstructed water 
temperature profiles data. According to the sensitivity anal-
ysis performed by Gianniou and Antonopoulos (2007) on 
the energy budget parameters, a 10% change in the surface 
water temperature leads to a 16.8% change in the evapora-
tion values of a reservoir. Regarding the good accuracy of the 
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Fig. 2. The simulated (–– Simul) and measured (… Meas) temperature profiles in Alavian Reservoir.
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Fig. 3. Daily (a) and monthly (b) estimated evaporation values for Alavian Reservoir during 2015-2016.
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water temperature simulation, the accuracy of the evapora-
tion values derived from the energy budget method can be 
confirmed in comparison with the possible errors (Gianniou 
and Antonopoulos, 2007; Antonopoulos et al., 2016).

3.3. Water temperature and energy budget components of 
the reservoir

Fig. 4 shows the monthly variation of air (Ta) and 
lake surface (Tw) temperature for 2015-2016. Based on the 
results, the mean annual air and water surface tempera-
ture are equal to 14.22 and 11.93 °C (with a difference of 
2.30 °C), respectively. According to Fig. 4, the monthly 
air temperature during the year except for November and 
December is higher than the monthly reservoir surface 
temperature. In these two months, the air temperature 
faster decreases than the reservoir surface temperature 
does (Fig. 4) due to the large water heat capacity (Gianniou 
and Antonopoulos, 2007). The difference between the air 
and the surface water temperatures shows an increasing 
trend during spring and summer and a decreasing trend 
in fall. The study conducted by Omar and El-Bakry (1981) 
on evaporation rate from Aswan Reservoir in Egypt also 
showed that the monthly air temperature throughout the 
year, except for fall, was higher than the monthly surface 
water temperature, which is in good agreement with the 
results of the present study. According to Hasani et al. 
(2008) on Al-Ghadir reservoir and Majidi et al. (2015) on 
Doosti reservoir, monthly air temperature is higher than 
water surface temperature in summer and vice versa dur-
ing winter. The study carried out by Gianniou and Anto-
nopoulos (2007) on Vegoritis Lake in Greece showed that 
the air temperature was higher than the surface water tem-
perature during the spring and was lower in other seasons.

In Fig. 5a, the mean monthly values of the energy 
budget components during 2015-2016 are shown. Among 
the energy budget components, the incoming (Qa-Qar) and 
the outgoing (Qbs) long-wave radiations have the largest 
mean annual rates (Qa-Qar=304.16-9.12=295.03 W m-2 and 
Qbs=364.18 W m-2). Accordingly, the mean energy loss is 
equal to 69.15 W m-2. The energy source, i.e. the net short-
wave solar radiation (Qns=Qs-Qsr), has a mean annual rate 
of . The short-wave radiation (Qs) has a characteristic sea-
sonal variation, so that the highest rates happen in the late 
spring to the mid-summer, and the lowest rates belong to 
the mid-fall to the early winter. The seasonal variations 
of the short-wave radiation (Qsr=0.07× Qs), the long-wave 
atmospheric radiation (Qa), the reflected atmospheric ra-
diation (Qar=0.03× Qa) and the reversed radiation (Qbs) are 
also similar to that of Qs.

The changes of net radiation (Qrn) are similar to the 
seasonal variation of its components (Fig. 5b). It has posi-
tive mean annual value since the net radiation is the en-
ergy source for all biological and physical activities of a 
lake ecosystem (Gianniou and Antonopoulos, 2007). As 
shown in Fig. 5b, the variation of Qrn-Qx(Qx is the compo-
nent of the alteration in the thermal content of the reser-
voir water) has a characteristic seasonal variation, so that 
its increasing trend begins in the late winter and reaches to 
the maximum value in the mid-summer, which is also the 
time of peak evaporation. During this time, the reservoir 
continuously receives and stores thermal energy through 
net radiation. Subsequently, the stored energy is released 
in the form of sensible heat and mostly latent heat in fall 
and winter, causing a gradual cooling of water at the depth 
of the reservoir. This energy budget in the reservoir leads 
to a positive thermal stratification in spring and summer 
to mid-fall and a negative thermal stratification in winter. 
The mean annual of Qx in the Alavian reservoir for the 
studied year is equal to -12.39 W m-2. Typically, the mean 
annual of the Qx flux in a reservoir becomes equal to zero 
for a few years, and the energy stored in spring and early 
summer are released in the form of sensible heat and latent 
heat in the surrounding environment (Gianniou and An-
tonopoulos, 2007). Therefore, it is described as the phase 
lag between the occurrence time of the maximum net ra-
diation and evaporation. The comparison between Fig.s 3b 
and 5b shows that the phase lag in the Alavian reservoir 
is one month. The results obtained by Gianniou and An-
tonopoulos (2007) on energy budget of Vegoritis Lake in 
Greece also presented a phase lag of one month. 

3.4. Performance and ranking of the methods

Table 2 gives the statistical results of the examined 
methods in estimating the evaporation rate from the Ala-
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vian reservoir during 2015-2016. In this table, the meth-
ods within each group and also between all groups were 
ranked on the basis of both the RMSE and the NS criteria. 
Also, the MBA criterion indicates the overestimate or un-
derestimate of the methods. 

In the combination group, there was no significant 
difference in the performances of the methods. How-
ever, the deBruin method yielded the best estimates with 
NS=0.95, RMSE=0.79 mm day-1 and a negligible positive 
bias (MBE=0.11 mm day-1). The deBruin is a relatively 
cost-effective method in comparison with the other meth-
ods of this group, due to the necessity for measurement of 
Ta, ea, and U, which makes it a good choice to use at the 
Alavian reservoir. Based on the MBE values, four of the 
five combination methods had a small overestimate (posi-
tive MBE). Rosenbery et al. (2004) and (2007) reported 
similar results regarding the overestimate of the methods 
of this group. The overestimations of evaporation were ob-
served during fall and winter and smaller underestima-
tions were observed during spring and summer (Fig. 6). 
In this group, the highest overestimate and underestimate 
belonged to the Penman approach with MBE=0.5 mm day-

1 and the Brutsaert-Stricker approach with MBE=-0.2 mm 
day-1, respectively.

In the Dalton group, the Rohwer method had the best 
performance with NS=0.96, RMSE=0.75 mm day-1 and 
a negligible bias (MBE=-0.30 mm day-1). This method 
requires only the measurement of wind velocity, vapor 
pressure deficit and air pressure. Simplicity and superior 
performance of the Rohwer method can be the most im-
portant advantages of applying this method in the studied 
area. Also, the McMillan method with the second rank-
ing had a reasonable performance (NS=0.93, RMSE=0.92 

mm day-1) as well as the Rohwer method. In this group, 
these two methods produced the most accurate evapora-
tion values and could be considered as appropriate meth-
ods even by the limited observations of the input data. 
In contrast, the two methods of Biasin-Krumme with 
NS=-0.48, RMSE=4.14 mm day-1 and Bax with NS=-0.47, 
RMSE=4.12 mm day-1 had the worst performances in the 
estimation of evaporation. The Boelter, Leven and Hefner 
methods were preceded by the Biasin-Krumme and Bax 
methods. All the methods require only the measurement 
of vapor pressure deficit. It was noticed that in these meth-
ods, the mass transfer coefficient became more prominent 
than vapor pressure deficit and calibration of the coeffi-
cients gave better results. The Biasin-Krumme with MBE 
=-3.22 mm day-1 and the Tichomirof with MBE=0.77 mm 
day-1 had the highest underestimate and overestimate, re-
spectively. In this group, all the methods except Rohwer, 
McMillan, Meyer, and Tichomirof had a negative bias (un-
derestimates) that often occurred during all months (Fig. 
6). As shown in this group, the monthly-scale methods are 
more accurate than the daily-scale ones. The better per-
formance of monthly-scale approaches could be attributed 
to longer time periods due to the reduction of the uncer-
tainty in the evaporation parameters (Majidi et al., 2015). 
However, different behaviors of Dalton approaches are re-
lated to having various coefficients and, due to a disparity 
in the estimates of the daily-scale Dalton methods, it can 
be said that the calibration of the mass transfer coefficients 
for the Alavian reservoir is necessary. 

In the radiation-temperature group, the Jensen–
Haise method had the best performance with NS=0.88 
RMSE=1.17 mm day-1 and a negative bias (MBE=-0.86 
mm day-1). The Jensen–Haise method uses incoming 
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short-wave radiation (Qs) as a substitution for the net ra-
diation (Qrn) and heat storage (Qx) fluxes. It probably de-
creases the uncertainty of the fluxes, and therefore the 
Jensen–Haise method (with periodical time scale) could 
produce reliable results in comparison with the monthly 
methods of this group (Majidi et al., 2015). In this group, 
the evaporation values were underestimated during all 
months (except for January and February), indicating less 
amount of evaporation relative to the BREB values (Fig. 

6). This underestimation has also been reported in the re-
sults of Majidi et al. (2015). The Stephens–Stewart method 
yielded evaporation rates with a considerable negative bias 
(MBE=-2.07 mm day-1) which has a good agreement with 
the results of Rosenberry et al. (2007). The low accuracy 
of the Stephens-Stewart and the Makkink approaches in 
comparison with the Jensen–Haise approach is attributed 
to the coefficients used in the methods. 

In the temperature-day length group, the Blaney–
Criddle method had a better performance with NS=0.87, 
RMSE=1.20 mm day-1 and a negative bias (MBE=-0.74 
mm day-1). Both the Blaney–Criddle and the Hamon 
methods provided underestimated results (Fig. 6) which 
are in agreement with the results of Majidi et al. (2015) and 
Rosenberry et al. (2007). The Blaney–Criddle (tempera-
ture-day length) and the Jensen–Haise (radiation-temper-
ature) methods showed almost similar performances. It 
can be said that day length is a good indicator of solar ra-
diation, and due to the easy measurement of temperature 
and day length, the Blaney–Criddle is known as a practical 
and applicable method with acceptable performance. 

In the temperature group, the Papadakis method with 
NS=0.69, RMSE=1.90 mm day-1 and MBE=-0.93 mm day-1 
provided more reliable evaporation estimates than the oth-
ers. The Papadakis method, followed by the Ivanof meth-
od, provided relatively well evaporation estimates. In this 
group, all methods except the Ivanof produced underesti-
mated results. The underestimations were observed dur-
ing spring and summer months (Fig. 6). Rosenberry et al. 
(2004) and Patel and Majmundar (2016) stated that some 
methods of temperature group (Papadakis and Thornth-
waite methods) tend to underestimate evaporation rates.

In general, comparison of the best methods in the five 
groups showed that the Rohwer equation (Dalton group) 
with the minimum RMSE (0.71 mm day-1) and the maxi-
mum NS (0.96) had the best performance in the estimation 
of evaporation from the Alavian reservoir. This method 
requires vapor pressure deficit, wind speed and air pres-
sure. Considering its simplicity and good performance, 
the Rohwer method surprisingly performed well in com-
parison with the other methods, specially the combination 
groups. Patel and Majmundar (2016) analyzed the evapo-
ration estimation methods in the Dharoi Reservoir during 
a 10-year study period (2001–2010). They concluded that 
the Rohwer method provided the best estimates compared 
to other empirical methods. A survey on the overall rank 
of the methods in the five groups showed that the combi-
nation equations had a better performance than the other 
groups and the Rohwer method followed by the deBruin, 
deBruin–Keijman and the Penman approaches (combina-
tion group), respectively. Numerous researchers such as 
Abtew (2001), Mosner and Aulenbach (2003), Winter et al. 

Tab. 2. The statistical results and ranking of the methods in calcu-
lating evaporation from the Alavian reservoir during 2015-2016.

Method NS RMSE
(mm day−1)

MBE
(mm day−1)

Rank in 
group

Overall
rank

Combination group
deBruin–Keijman 0.93 0.90 0.05 2 3
Brutsaert–Stricker 0.91 1.01 -0.20 5 7
Priestley–Taylor 0.93 0.92 0.22 4 6
Penman 0.93 0.91 0.50 3 4
deBruin 0.95 0.79 0.11 1 2

Dalton group
Meyer 0.78 1.61 0.55 7 14
Marciano 0.20 3.03 -2.48 11 25
Shahtin 0.37 2.70 -2.19 10 23
Hefner 0.13 3.18 -2.60 12 26
Box -0.47 4.12 -3.20 15 29
Leven -0.26 3.81 3.03 13 27
Himus-Hinchley 0.81 1.48 -1.18 6 13
Boelter -0.33 3.93 -3.10 14 28
Biasin-Krumme -0.48 4.14 -3.22 16 30
Ryan–Harleman 0.71 1.84 -1.40 8 15
Tichomirof 0.87 1.23 0.77 3 10
Harbeck 0.83 1.38 -1.08 4 11
Shuttleworth 0.83 1.42 -1.12 5 12
McMillan 0.93 0.92 0.14 2 5
Rohwer 0.96 0.75 -0.30 1 1
Patel-Majmundar 0.56 2.26 -1.93 9 18

Solar radiation, temp. group
Jensen–Haise 0.88 1.17 -0.86 1 8
Makkink 0.43 2.57 -1.70 2 20
Stephens–Stewart 0.36 2.71 -2.07 3 24

Temp., day length 
group
Hamon 0.43 2.57 -2.02 2 21
Blaney–Criddle 0.87 1.20 -0.74 1 9

Temperature group
Papadakis 0.69 1.90 -0.93 1 16
Thornthwaite 0.37 2.70 -2.09 4 22
Ivanov 0.65 2.01 1.72 2 17
U.S.B.R 0.49 2.42 -0.95 3 19
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Fig. 6. Differences in calculated evaporations between 30 empirical approaches reported in Table 2 and BREB values, in mm day-1.
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Fig. 6. (continued).
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(2003), Rosenberry et al. (2007) Hasani et al. (2008), Yao 
(2009) and Majidi et al. (2015) have stated the superior-
ity of the deBruin, the Penman and the deBruin–Keijman 
methods compared to other methods in the calculation 
of evaporation from a reservoir. The McMillan method, 
ranked 5th, requires the measurement of wind velocity, 
vapor pressure deficit and area of the water surface. The 
Jensen–Haise (radiation-temperature) and Blaney–Crid-
dle (temperature-day length group) methods, ranked as 
8th and 9th, had the highest ranks among the evaporation 
methods, next to the best methods of Dalton and combi-
nation groups. Considering the needed column of inputs 
or data and the efficacy of the examined approaches, it can 
be said that the Rohwer, the deBruin and the McMillan are 
the most appropriate methods in estimating the reservoir 
evaporation in the studied area. Also, among the exam-
ined methods, the Biasin-Krumme had the highest error 
(RMSE=4.41 mm day-1) and the worst performance (NS=-
0.48) in estimation of the evaporation. The Box, Boelter 
and Leven were preceded by the Biasin-Krumme method, 
respectively.

4. CONCLUSION

In this study, daily evaporation rates from Alavian 
dam reservoir in northwestern Iran were estimated from 
October 2015 to September 2016. The two-dimensional 
temperature stratification prediction model CE-QUAL-
W2 was used to simulate the daily lake temperature pro-
file. The simulation model was calibrated and validated 
using vertical profiles of water temperature data for the 
year 2013-2016. The thermal energy stored in the reser-
voir was then calculated by utilizing the distribution of 
water temperature. Finally, daily evaporation values were 
calculated by utilizing the BREB method, considering the 
two criteria suggested by Tanner et al. (1987) and Payero 
et al. (2003). The estimations by the BREB, as a reference 
method, were compared to those by 30 empirical meth-
ods. The examined methods were evaluated and ranked 
with respect to the RMSE and NS indices to obtain the 
best method(s) in the study area.

The results of the lake water temperature model in-
dicated that the reservoir had a positive thermal stratifi-
cation in spring and summer to mid-fall, and a negative 
thermal stratification in winter. Monthly air temperature 
during the year except for the two months of November 
and December was higher than the monthly reservoir 
surface temperature. The average value of the evaporation 
calculated by the energy budget approach for the studied 
year was equal to 4.08 mm d-1. Performance evaluation of 
all the methods examined in this study highlighted the su-

periority and efficacy of the Rohwer and the deBruin–Keij-
man and the deBruin methods in the estimation of evapo-
ration in a semi-arid area. Lack of meteorological data is 
a main consideration in calculating evaporation rate and 
selecting an evaporation estimation method. The Rohwer 
and the deBruin demand less data and require only vapor 
pressure deficit and wind speed. It is worth noting that 
these variables in the two methods have an important role 
in the process of evaporation. Under the limited data con-
dition, the Rohwer and the deBruin methods can be used 
with acceptable performances. Also, the deBruin–Keij-
man and Penman methods (combination group) and Mc-
Millan (Dalton group) provided the next-best values. In 
contrast, the estimates obtained by the Biasin-Krumme, 
Box, Boelter and the Leven methods had the highest dif-
ference with the BREB values. In the Dalton group, the 
results revealed the necessity of calibration and adjust-
ment of some evaporation estimation methods, especially 
the daily-scale methods. The MBE values showed that the 
Ivanof and Biasin-Krumme methods had the highest over-
estimation and underestimation, respectively. 
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Abstract. Drought or insufficient water is considered as one of the most common 
limiting factors in global agricultural production. This study evaluated the effects of 
drought stress and foliar application of kaolin, chitosan, and glycine amino acid at dif-
ferent application times in Hyssop (Hyssopus officinalis L.) for two-year. The results 
demonstrated that extreme drought affects the growth and yield parameters of hys-
sop, such as decrease morphological traits as well as yield components, protein con-
tent and increase enzymatic antioxidants. The foliar application, especially with kao-
lin at flowering, caused the greatest changes in general, greatly enhanced the number 
of lateral branches, shoot dry weight, protein content by (13.62%), (6.15%), (7%) in 
the first year, respectively. In addition, chitosan had a beneficial effect on shoot dry 
weight too. Also, kaolin reduced the effects of oxidative stress in the plant by increas-
ing its antioxidant capacity to. So that the enzymatic antioxidants CAT and POX 
enhanced by (32.48%), (43.35%) in the first year and by (5.95%), (13.18%) in the next 
year, respectively.

Keywords. Amino acid, dry matter production, enzymatic antioxidants, transpiration. 

INTRODUCTION

Hyssop (Hyssopus officinalis L.) belongs to the Lamiaceae family and is 
considered as a native plant from southern Europe and Near East to the region 
surrounding the Caspian Sea and cultivated in central and southern European 
countries including Russia, Spain, France, Yugoslavia, Netherland, Hungary 
and Italy (Mitic and Dordevic, 2000). The essential oil and extracts isolated 
from Hyssopus officinalis were shown to have biological and pharmacological 
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activities including anti-bacterial (Michalczyk et al., 2012), 
antioxidant (Kizil et al., 2010) and antiplatelet (Tognolini 
et al., 2006). despite hyssop having a slightly bitter taste, 
it is often used as a minty flavour and condiment in food 
industries (Fathiazad et al., 2011). 

Plants often encounter unfavourable conditions, which 
interrupts their growth and productivity. Among the vari-
ous abiotic stresses, drought is considered as the major 
factor which limits crop productivity worldwide (Tardieu 
et al., 2014). Also, drought causes the inhibition of shoot 
growth, adjustment of leaf area, stomatal closure, and re-
duction of transpiration, inhibition of photosynthesis, 
shifts in carbon and nitrogen metabolism, synthesis of 
compatible solutes, and secondary oxidative stress (Xocon-
ostle-Cazares et al., 2011). Further, oxidative stress arises 
from a significant increase in the concentration of reactive 
oxygen species (ROS) (Ermak and Davies, 2002 ). ROS are 
highly reactive and can alert normal cellular metabolism 
through oxidative damage to membranes, proteins, and 
nucleic acids. Further, they cause protein denaturation, 
DNA mutation (Baby and Jini, 2011).To counter the delete-
rious effects of ROS, plants have developed the scavenging 
mechanism of ROS categorized as enzymatic antioxidants, 
acting as a defence mechanism to regulate the ROS levels 
(Hossain et al., 2013). The enzymes of the antioxidant sys-
tem protect cells by eliminating ROS including catalase 
(CAT), superoxide dismutase (SOD), and numerous per-
oxidases (POX), among which ascorbate peroxidase (APX) 
can be mentioned (Jozwiak and Politycka, 2019).

Reduced transpiration rate is considered as one of the 
effective ways to reduce the unfavourable effects of drought 
stress in plants (Neyestani and Azimzadeh, 2005). Foliar 
application of antitranspirants (ATS) is a promising tool 
for regulating transpiration to maintain a favourable plant 
water status (Goreta et al., 2007). ATs were classified into 
three types based on their active role. The first is related to 
metabolic materials which are chemical compounds which 
can prevent stomata from opening fully by affecting the 
guard cells around the stomata pore, leading to a decrease 
in the loss of water vapour from plant leaves (Anjum et 
al., 2011); Second, film-forming materials which are emul-
sions of wax, latex or plastics dry on the foliage to form 
thin transparent films which hinder the escape of water 
vapour from the leaves (Faralli et al., 2016) Finally, reflect-
ing materials which reduce the absorption of the radiant 
energy, as well as leaf temperatures and transpiration rate 
(Glenn et al., 2003). Reflective materials such as kaolin clay 
and chitosan can reduce the absorption of radiant energy 
(heat), lower leaf temperatures, and decrease transpiration 
(Jifon and Syvertsen, 2003). Kaolin is a white, non-porous, 
non-swelling, low-abrasive, fine-grained, plate-shaped, 
and alumino silicate mineral [Al4Si4O10(OH)8] (Glenn and 

Puterka, 2005). Besides, chitosan is produced from chitin, 
an important component of crustacean shells such as crab, 
shrimp and crawfish, and is mainly made of (1−4)-2-amino-
2-deoxy-β-D-glucan (Ma et al., 2013).

Increasing the synthesis and accumulating osmolytes 
in plants is regarded as one of the methods which prolong 
water uptake and reduces osmotic stress due to drought 
stress (Tang and Newton, 2005). Major osmolites or-
ganic compounds include amino acids, polyols, sugars 
and methylamines (Pessarakli, 2011). The use of external 
sources of osmolyte organic compounds in environmental 
stressors can modulate the destructive effects of stresses 
on plants (Namvar et al., 2018). Further, glycine amino 
acid as osmolyte is a soluble nitrogenous compound which 
is accumulated under stress in plants (Galeshi, 2015; Hus-
sein and Terry, 2002). Glycine is a proteinogenic amino 
acid and the smallest biological amino acid in the cells 
with a molar mass of 75 g mol-1. Further, it is a hydrophilic 
and non-polar amino acid, which can have an acidic or 
basic reaction in different mediums due to its chemical 
structure (Souri and Hatamian, 2019).

By considering the above studies, the present research 
aimed to evaluate the growth, yield changes and antioxi-
dant activities in hyssop (Hyssopus officinalis L.) treated 
with the chitosan, kaolin and glycine amino acid under 
drought stress condition and different application times.

MATERIALS AND METHODS

Experimental design

The experiment was conducted during a two-year 
factorial split-plot experiment based on completely ran-
domized block design with three replications at the re-
search field of Yazd Agricultural and Natural Resources 
Center, Iran (31° N latitude and 54° E longitude 1220 m 
above sea level) in 2017 and 2018. The presented tempera-
ture and rainfall rate of the site during the crop growing 
periods of the experiments is depicted in Fig 1.

The experimental treatments included irrigation at 
three levels ( 25, 50, 75 % of the available water discharge 
from the soil) as control, mild and intense stress as main 
treatments and spraying treatments in three levels of water 
(control), kaolin (2.5%, Sepidan WP 95, Aluminium silicate, 
LD 50> 5000 mg.kg-1), chitosan (0.4 g.l-1, Sigma-Aldrich, 
Medium molecular weight, 75-85% deacetylated chitin, LD 
50> 10.000 mg.kg-1), glycine amino acid (2.5 per thousand, 
Merck, Molar mass: 75.067 g·mol−1, Density: 1.1607 g.cm-3, 
LD 50>2600 mg.kg-1) and time of spraying (vegetative and 
flowering, just flowering) were considered as subplots. Soil 
fertilizers were added to the experimental farmland based 
on the soil test during farm preparation (Tab. 1). To sup-
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ply the needed nitrogen based on the results of soil analy-
sis,  urea fertilizer (46% nitrogen) was used in two stages 
including pre-planting to the soil and mid-vegetative period 
to the plant at the rate of 100 kilograms per hectare. 

Each subplot sizes into the main plot were 3×4 m and 
consisted of six planting rows. The distance between the 
plants and rows was 20 and 50 cm, respectively. The dis-
tance between the main plot and the blocks was 1.5 and 3 
m, respectively. The seeds were sown by hand. All of the 
plots were regularly irrigated after sowing until seedling 
establishment. Drought stress after complete plant estab-
lishment was increased by irrigation intervals of 7 days 
(control, 25% of the available water discharge from the 
soil), 9 days (medium stress, 50% of the available water 
discharge from the soil), and 11 days (severe stress, 75% 
of the available water discharge from the soil), which was 
done based on soil moisture recordings by the TDR model 
(TRASE System 1). Weeds were controlled by hand during 
crop growth and development as required. Phonological 
stages of the hyssop plant were determined based on the 
50% of the plants in reaching a specified developmental 

stage, and accordingly, the time interval to each stage 
based on the day after planting was recorded.

Collection of plant samples

Sampling from each experimental unit was performed 
by considering marginal effects at the end of the flowering 
stage each year, The number of lateral branches and leaves, 
as well as leaves and shoot dry weight was determined to 
evaluate the growth and yield changes. In addition, the 
water soluble protein content was determined according 
to Bradford’s (1976) to evaluate antioxidant changes. Fur-
ther, enzymatic antioxidants such as Catalase (CAT), and 
peroxidase (POX) were measured by using (Dhindsa et al., 
1981) and (Mac-Adam et al., 1992), respectively.

Statistical analysis 

After checking the data distribution normality (Kol-
mogorov-Smirnov and Shapiro-Wilk test) assumption, 

Fig. 1. Meteorological conditions during 2017 and 2018.

Tab. 1. The main characteristics of the experimental farm in 0–30 cm soil depth.

Potassium
(ppm)

Phosphorous
(ppm)

N.Total
(%)

Sand
(%)

Silt
(%)

Clay
(%)

Organic
Carbon

(%)
pH

Electrical 
conductivity

( dS.m-1)
Soil texture

360 41.6 0.01 76 20 5 0.221 7.67 1.68 Loamy sand
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the studied traits were statistically analyzed by ANOVA 
by using the SAS 9.4 procedure PROC GLM. The mean 
comparison of data was done by LSD range test at 5% level 
of significance. 

RESULTS

Morphological traits and yield components

Number of the leaves, leaves dry weight

Analysis of variance indicated positive effects of using 
antitranspirant and osmolytes materials on morphological 
traits and yield components of hyssop under limited irri-
gation (Tab. 2). Due to the results of this study, the number 

of leaves was significantly affected by antitranspirant and 
leaves dry weight was significantly affected by osmolytes 
materials. According to Fig. 2, the highest number of the 
leaves was observed in the interaction effects of control ir-
rigation with water spraying (4779 per plant) and control 
irrigation with chitosan spraying (4381 per plant) in the 
first year and the highest leaves dry weight was observed 
in the interaction effects of control irrigation and glycin 
spraying in vegetative and flowering (230.8 g.m-2) in the 
second year (Tab. 3). 

Number of lateral branches, Shoot dry weight

Among the materials used, glycin and kaolin had the 
most influence on the number of lateral branches and 

Tab. 2. The results Analysis on hyssop (Hyssopus officinalis L.) traits evaluated under, Drought stress (D), Foliar application (F) and Foliar 
application Time (FT).

Mean sum of squares

Treatment df
Number of leaves Number of lateral branches Leaves dry weight Shoot dry weight 

2017 2018 2017 2018 2017 2018 2017 2018

R 2 2804010ns 3035819ns 4051** 2452ns 410.4ns 303.51ns 326.9** 21.11ns

D 2 49883736** 21573726* 8372** 51646** 3757** 1249.61ns 1522** 23867.18**

Error a 4 614629 2229893 167.1 766 108.2 930.00 11.70 321.17
FT 1 153735ns 4917248* 3472* 6884* 0.125ns 2188.90* 48.35ns 1326.98ns

F 3 112359ns 7049457** 1124ns 16081** 1312** 2426.48** 56.24ns 5063.73**

D × FT 2 198809ns 1542008ns 1629ns 2865ns 25.29ns 9699.45** 115.5* 1634.31*

D × F 6 647572** 4665474** 2382* 7607** 647.6** 7873.52** 137.1** 1997.43**

F × FT 3 59826ns 6213617** 2683* 2696ns 110.1ns 10583.34** 22.46ns 2073.92**

FT × F × D 6 222147ns 16340720** 2800** 18355** 35.16ns 5604.08** 47.24ns 2112.67**

Error b 42 125985 918659 728.8 1449 43.60 384.16 27.21 473.49
C.V 13.70 19.08 18.80 18.57 16.99 21.81 18.68 20.23

Mean sum of squares

Treatment df
Protein CAT POX

2017 2018 2017 2018 2017 2018

R 2 0.1596** 1.1660** 0.0824ns 0.4777** 0.0664** 0.0005*

D 2 2.5706** 1.4440** 2.4956** 0.3620** 0.0316** 0.0151**

Error a 4  0.0003 0.0904 0.0004 0.0098 0.0002ns 0.0004
FT 1 9.3615** 0.0021ns 0.0652** 0.0791* 0.0739** 0.0009ns

F 3 17.2600** 4.9409** 0.2432** 0.0217ns 2.5934** 0.0056*

D × FT 2 0.3773** 5.9961** 0.105** 0.0731* 0.6366** 0.0157**

D × F 6 20.6942** 6.2558** 1.0897** 0.1052** 0.6463** 0.0203**

F × FT 3 3.2322** 0.3547** 0.0449** 0.0423ns 0.6972** 0.0046*

FT × F × D 6 6.4904** 7.4057* 0.1282** 0.1314** 1.2918** 0.0129**

Error b 42 0.0002 0.0871 0.0002 0.0208 0.0002 0.0017
C.V 0.14 3.23 2.13 26.54 1.39 17.68

df- degree of freedom; R- Replication; CV – coefficient of variation; ns – not significant; ** – significant at p≤ 0.01;* - significant at p≤ 0.05. 
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shoot dry weight compared to control, respectively.The 
highest number of lateral branches was observed in inter-
action effects of control irrigation and glycin spraying in 
vegetative and flowering in 2017 (185 per plant) (Tab. 3) 
and the highest shoot dry weight was observed in interac-
tion effects of mild stress and kaolin spraying (38.5g.m-2) 
in the first year (Fig. 3). 

Protein and enzymatic antioxidants

Analysis of variance indicated the positive effects of 
using antitranspirant and osmolytes materials on protein 
content and enzymatic antioxidants of hyssop under limit-

ed irrigation (Tab. 2).The osmolytes materials used caused 
an increase in protein content in the first year. Accord-
ing to Tab. 3, the highest protein content (12.47%) was ob-
served in the interaction effects of severe stress and glycin 
spraying at just flowering. The protein content, the CAT 
and POX activities were also affected by antitranspirants.
The highest protein content (12.08%) in 2018 and the high-
est CAT enzyme activity content (1.593 U. mg protein-1. 
min -1) in 2018, was observed in interaction effects of severe 
stress and kaolin spraying at just flowering (Tab. 3).The 
kaolin affected the POX enzyme activity content too. So 
that the highest POX activities (2.382 U. mg protein-1. min 
-1) was obtained in interaction effects of control irrigation 
and kaolin spraying at vegetative and flowering in the first 
year (Tab. 3). Among the antitranspirant materials used 
chitosan showed better results of increasing studied anti-
oxidants traits compared with control too. As the results 
showed, at the severe stress level, the foliar application of 
chitosan in just flowering had the highest of activity CAT 
(0.868 U. mg protein-1. min -1) and POX (0.438 U. mg pro-
tein-1. min -1) in the second year (Tab. 3).

DISCUSSION

Grow and yield 

Plants are exposed to environmental stresses dur-
ing their growth. Drought stress is considered as one of 
the major abiotic stresses leading to a high reduction in 
plant growth and yield, which can affect the absorption 
and transfer of nutrients to the plant (Askari et al., 2018). 
In the present study, the results indicated that the severe 
drought stress caused a reduction on growing and yielding 

Fig. 2. The effect of drought stress and foliar application on leaves dry weight.

Fig. 3. The effect of drought stress and Foliar application on shoot 
dry weight.
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Tab. 3. The influence of drought stress (D), foliar application (F) and Foliar application time (FT) on hyssop (Hyssopus officinalis L.) traits 
evaluated.

Treatment Number of leaves 
(per plant)

Leaves dry weight
(g.m-2)

Number of lateral 
branches (per plant)

Shoot dry weight
(g.m-2)

D FT F 2017 2018 2017 2018 2017 2018 2017 2018

Control Flowering Control(water) NS 2389 j NS 68.5 e-j 170 ab 75 M NS 79.0 h-j

Chitosan NS 5330 d-g NS 68.3 e-j 179 ab 230 b-f NS 78.8 h-j

Kaolin NS 4780 e-h NS 52.9 h-j 164 a-c 160 g-l NS 67.38ij

Glycine NS 5644 d-f NS 68.7 e-j 141 a-e 225 b-f NS 73.3 ij

Vegetation and 
flowering

Control(water) NS 4753 f-h NS 63.9 f-j 153 a-d 226 b-f NS 73.7 ij

Chitosan NS 4440 f-i NS 55.7 g-j 136 b-f 154 i-l NS 64.2 ij

Kaolin NS 2985 ij NS 44.4 ij 167 a-c 134 lm NS 47.9 j

Glycine NS 3903 g-j NS 230.8 a 185 a 169 f-l NS 84.8 f-i

Mild  
stress

Flowering Control(water) NS 9829 a NS 183.2 b 140 b-e 281 b NS 161.5 a-c

Chitosan NS 6695 b-d NS 143.6 c 79 g 218 c-h NS 156.9 a-c

Kaolin NS 3902 g-j NS 64.93 f-j 163 a-c 143 j-l NS 85.1 f-i

Glycine NS 3974 g-i NS 65.8 f-j 94 fg 127 lm NS 84.5 f-i

Vegetation and 
flowering

Control(water) NS 3927 g-j NS 43.6 ij 113 d-g 135 k-m NS 143.5 b-d

Chitosan NS 6354 c-e NS 75.3 d-i 181 ab 202 f-j NS 158.4 a-c

Kaolin NS 6742 b-d NS 86.9 d-g 140 b-e 158 h-l NS 98.0 e-i

Glycine NS 7300 cb NS 79.4 d-h 100 e-g 222 b-g NS 116.3 d-g

Severe 
stress

Flowering Control(water) NS 8009 b NS 147.7 c 109 d-g 410 a NS 183.7 a

Chitosan NS 4557 f-i NS 106.2 d 102 e-g 276 cb NS 126.6 c-e

Kaolin NS 3456 j-i NS 84.6 d-h 122 c-g 188 f-l NS 81.5 g-j

Glycine NS 4850 e-h NS 90.2 d-f 144 a-e 246 b-e NS 163.9 ab

Vegetation and 
flowering

Control(water) NS 4976 e-h NS 85.4 d-g 107 e-g 265 b-d NS 93.3 e-i

Chitosan NS 5303 d-g NS 99.6 ed 160 a-c 268 cb NS 120.3 d-f

Kaolin NS 4107 f-i NS 104.7 d 152 a-d 214 c-i NS 129.0 b-e

Glycine NS 2353 j NS 42.6 j 178 ab 198 e-k NS 109.6 d-h

LSD (P=0.05) NS 1579.3 NS 32.296 44.5 62.73 NS 35.855

Different letters indicate significant differences at α = 0.05 (LSD test). 

Treatment Protein
(%)

CAT 
(U. mg protein -1. min -1)

POX(U. mg protein-1. min 
-1)

D FT F 2017 2018 2017 2018 2017 2018

Control Flowering Control(water) 11.98 c 9.50 ed 1.276 c 0.195 ij 0.773 m 0.145 ij

Chitosan 9.73 g 10.20cb 0.558 k 0.490 d-g 1.265 g 0.127 c-h

Kaolin 8.24 n 7.02 j 0.963 de 0.600 b-f 0.565 n 0.27 b-e

Glycine 9.14 j 8.49gh 1.493 b 0.219 h-j 0.42 q 0.121 j

Vegetation and 
flowering

Control(water) 11.98 c 8.54gh 1.276 c 0.644 a-f 0.773 m 0.203 e-i

Chitosan 7.41 p 8.21 hi 0.800 g 0.191 j 0.478 p 0.205 e-i

Kaolin 7.18 q 9.47 ed 0.975 d 0.505 d-g 2.382 a 0.267 b-f

Glycine 9.40 h 9.66 ed 0.943 e 0.429 f-i 1.105 i 0.24 c-f

Mild  
stress

Flowering Control(water) 9.29 i 9.68 ed 0.4 l 0.502 d-g 1.431 f 0.2 f-i

Chitosan 10.15 e 10.17 cb 0.556 k 0.456 e-h 0.031 r 0.153 j-i

Kaolin 9.94 f 10.17 cb 0.057 p 0.632 a-f 1.481 e 0.333 b

Glycine 7.41 p 9.60 ed 0.405 l 0.335 g-j 1.505 d 0.231 c-g
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components such as the number of leaves and reciprocally 
the leaves dry weight, and the number of lateral branches 
and reciprocally the shoot dry weight. However, the severe 
stress level had a less negative effect on all of the above 
traits in the second year compared to the non-stress con-
dition, which is consistent with the other studies (Polanski 
et al., 2018).

The antitranspirants and osmolytes materials spraying 
on plant folige, at different growth stages could reduce the 
destructive effects of drought stress. In the present study, 
the foliar application, especially just flowering, had the best 
result on growth and yield. The foliar application of chitosan 
and water spraying had the highest number of the leaves at 
control stress level during the first year. In addition,water 
spraying caused the highest leaves dry weight in the first 
year. In general, chitosan may provide some amino com-
pounds required for plant growth, leading to the increas-
ing total nitrogen content in leaves or the higher ability of 
plants to absorb nitrogen from the soil as chitosan may in-
crease key enzyme activity of nitrogen metabolism, as well 
as the transportation of nitrogen in the functional leaf. 
Further, chitosan can increase the availability, uptake and 
transport of essential nutrients via adjusting cell osmotic 
pressure, leading to plant growth and development (Ab-
dul Manaim Mohammed et al., 2018). Regarding the sec-
ond year, water spraying in just flowering had the highest 
number of the leaves at mild stress level, while the foliar ap-
plication of glycin spraying in just flowering had the high-
est leaves dry weight at control stress level. Further more, 
the water spraying at severe stress level caused the highest 
number of lateral branches and reciprocally the leaves dry 

weight. In addition, the foliar application of glycin had the 
highest number of lateral branches at control stress level 
and kaolin spraying had the highest shoot dry weight at 
mild stress level during the first year. The positive effects of 
glycine foliar application on growing and yielding hyssop 
can be related to its ability for inducing osmotic regulation 
as compatible osmolyte contents in the plant. Generally, 
osmotic regulation results in expanding the cell, regulating 
the stomata and photosynthesis, and finally increasing the 
growth and yield in the plant (Galeshi, 2015). Further, the 
positive effects of kaolin spraying on growth and yield of 
hyssop can be attributed to its ability for anti-transpiration. 
Generally, these substances reduce transpiration in the 
plant and preserve leaves water potential through improv-
ing plant water conditions and dividing cell, which result 
in producing photosynthetic materials in canopy leading 
to an increase in the total dry matter accumulation and 
plant yield (Jan- Mohammadi et al., 2014)

Antioxidant activity

Drought induces oxidative stress in plants by generat-
ing reactive oxygen species (ROS) (A. Kasim et al., 2015). 
which can destroy proteins, lipids, carbohydrates, and nu-
cleic acids (Bian and jiang, 2009). In this regard, the se-
vere drought stress caused a reduction in protein content 
in the first year, compared to that of the control, which 
is consistent with the other studies (Rahimi et al., 2019).
However, the protein was less affected by drought stress in 
both control and severe stress during the second year. On 
the other hand, the highest protein content was observed 

Treatment Protein
(%)

CAT 
(U. mg protein -1. min -1)

POX(U. mg protein-1. min 
-1)

D FT F 2017 2018 2017 2018 2017 2018

Vegetation and 
flowering

Control(water) 9.29 i 8.52 gh 0.4 l 0.755 a-c 1.431 f 0.273 b-d

Chitosan 8.47 m 7.87i 0.337 m 0.699 a-d 0.876 k 0.207 d-i

Kaolin 8.55 l 9.76 cd 0.242 o 0.490 d-g 0.824 l 0.234 c-f

Glycine 6.74 r 9.24 ef 0.753 h 0.688 a-e 0.525 o 0.202 f-i

Severe 
stress

Flowering Control(water) 8.70 k 8.13 hi 0.337 m 0.703 a-d 0.958 j 0.275 bc

Chitosan 8.47 m 5.68 k 0.884 f 0.868 a 0.563 n 0.438 a

Kaolin 7.67 o 12.08 a 1.593 a 0.325 g-j 1.582 c 0.164 g-j

Glycine 12.47 a 8.73 g 0.636 i 0.794 ab 1.143 h 0.280 bc

Vegetation and 
flowering

Control(water) 8.70 k 10.46 b 0.337 m 0.526 c-g 0.958 j 0.227 c-g

Chitosan 12.03 b 8.85 gf 0.600 j 0.815 ab 0.491 p 0.253 c-f

Kaolin 4.57 s 10.17 cb 1.501 b 0.590 b-f 2.232 b 0.225 c-g

Glycine 10.22 d 8.83 gf 0.272 n 0.583 b-f 0.411 q 0.207 d-i

LSD (P=0.05) 0.02 0.49 0.026 0.238 0.023 0.608

CAT- Catalase; POX- Peroxidase; Different letters indicate significant differencesat α = 0.05 (LSD test). 



42 Sarah Khajeh Hosseini et al.

in mild stress, which can be related to the synthesis of 
more specific proteins during stress (Galeshi, 2015).which 
is consistent with the other studies (Ahrar et al., 2020).
Generally, plants should include enzymatic antioxidant 
systems to protect cells from oxidative damage in order to 
keep the levels of active oxygen species under control (A. 
Kasim et al., 2015). Drought stress increased the activity 
of antioxidant enzymes such as CAT and POX. Based on 
the results, CAT activity decreased in the first year, while 
increased in the second year. However, POX increased in 
both years, which are in line with some other studies (Af-
sharmohammdian et al., 2016). 

The foliar application, especially just flowering, im-
proved the destructive effects of drought on the plant in 

two crop years. In fact, at severe stress level, the foliar ap-
plication of glycin had the highest protein content at just 
flowering in the first year, while kaolin spraying at just 
flowering had the highest protein content in the second 
year. In addition, the foliar application of kaolin at severe 
drought stress in just flowering caused the highest of CAT 
activity content and spraying at vegetative and flowering 
at control drought stress caused the highest POX activ-
ity content in the first year. Glycin as an osmolyte and 
kaolin reduce the effects of oxidative stress in the plant 
by increasing its antioxidant capacity. Further, increased 
antioxidant activity by spraying kaolin was reported in 
other studies (Bernardo et al., 2017). Regarding the second 
year, foliar application of chitosan at severe drought stress 
in just flowering performed better, leading to the highest 
CAT and POX activity content. In general, the induction 
of antioxidant defence in plants by using chitosan can be 
related to the potential of this substance in neutralizing 
reactive oxygen species, which may be attributed to its 
specific structure including large numbers of accessible 
amine and hydroxyl groups which reacts with reactive 
oxygen species (Mahdavi et al., 2013). On the other hand, 
the ability of this substance can play a role in expressing a 
variety of genes involved in the plant defence response un-
der stress conditions, which ultimately increase the pro-
duction of secondary metabolites (Howlett, 2006).

CORRELATION BETWEEN TRAITS

In the first year, the calculation of correlation coef-
ficients showed that the highest correlation was related to 
leaves number and leaves dry weight (r = 0.73**). There 
after, the shoot dry weight had the highest correlation 
with leaves number (r = 0.67**) and leaves dry weight (r = 
0.57**) (Tab. 4). There was a positive, weak and significant 
relationship between the antioxidant activity, the growth 
and yield such as CAT activity with leaves number (r = 
0.40**) and leaves dry weight (r = 0.38**). While the cor-
relation between the antioxidant activity of traits such 
as POX and protein was negative and significant. So that 
the amount of protein decreased with increasing POX en-
zyme. In the second year, the highest correlation was ob-
served between the growth parameters such as the num-
ber of lateral branches and number of leaves (r = 0.65**) 
and then between the growth parameters with the yield 
components such as the number of lateral branches with 
the shoot dry weight (r = 0.54**) (Tab. 5). But there was a 
weak and significant relationship between the yield and 
growth as well as between the antioxidant activity and 
the growth and yield. Also There was a weak and signifi-
cant relationship between the amount of protein, the CAT 

Tab. 4. Correlation coefficients among traits of hyssop under differ-
ent irrigation treatments in 2017.

  1 2 3 4 5 6 7

2 0.73** 1
3 0.48** 0.24* 1
4 0.67** 0.57** 0.45** 1
5 0.17ns 0.35** 0.20ns 0.16ns 1
6 0.40** 0.38** 0.10ns 0.04ns -0.16ns 1
7 0.02ns - 0.14ns 0.15ns - 0.05ns -0.42** 0.15ns 1

-1 -0.9 -0.8  -0.7 -0.6 -0.5 -0.4 -0.3  -0.2 -0.1 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Red and blue colors show negative and positive, respectively
ns – not significant; ** – significant at p≤0.01; * - significant at 
p≤0.05. 
1- The number of leaves; 2- leaves dry weight: 3- Number of lateral 
branches; 4- Shoot dry weight; 5-Protein content; 6- CAT activity; 
7: POX activity. 

Tab. 5. Correlation coefficients among traits of hyssop under differ-
ent irrigation treatments in 2018.

  1 2 3 4 5 6 7

2 0.43** 1
3 0.65** 0.40** 1
4 0.49** 0.41** 0.54** 1
5 0.15ns 0.08ns 0.25* 0.12ns 1
6 0.26* 0.04ns 0.42** 0.37** 0.33** 1
7 -0.07ns 0ns 0.17ns 0.14ns 0.13ns 0.48** 1

-1 -0.9 -0.8  -0.7 -0.6 -0.5 -0.4 -0.3  -0.2 -0.1 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Red and blue colors show negative and positive, respectively
ns – not significant; ** – significant at p≤0.01; * - significant at 
p≤0.05. 
1- The number of leaves; 2- leaves dry weight: 3- Number of lateral 
branches; 4- Shoot dry weight; 5-Protein content; 6- CAT activity; 
7: POX activity. 
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and POX. So on average, it can be concluded that with 
increasing the growth, the yield will increase and with in-
creasing antioxidant activity in the plant, the growth and 
yield will decrease.

CONCLUSION

The drought stress caused a reduction on growing and 
yielding components such as the number of leaves and re-
ciprocally the leaves dry weight, and the number of lat-
eral branches and reciprocally the shoot dry weight. The 
severe stress had a less negative effect on all of the above 
traits in the second year compared to the non-stress con-
dition.The drought stress caused a reduction in protein 
content and CAT activity in the first year while both traits 
increased in the second year. the POX activity increased 
in two years too. The foliar application with chitosan, 
kaolin, and glycine amino acid, especially just flowering, 
reduced the adverse effects of water stress by improving 
growth and yield through influencing some traits such as 
the number of leaves, the leaves dry weight, the number of 
lateral branches, the shoot dry weight and the antioxidant 
activity through affecting some traits such as the protein 
content, activity contents of CAT and POX. Finally, it is 
recommended to increase plant production and reduce the 
effects of drought stresses in arid and semi-arid regions 
due to the beneficial effects of these substances and safety 
effects on the environment.
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Abstract. Green manure (GM) is supported by agronomical protocols for improv-
ing soil fertility and sustainability of agriculture. The environmental and agronomical 
efficiency of GM can be evaluated in terms of carbon dioxide (CO2) and water (H2O) 
fluxes. These fluxes were monitored by eddy covariance method, together with mete-
orological data, before and after faba bean (Vicia faba spp. minor L.) GM performed in 
a semi-arid Mediterranean region. The addition of fresh biomass into the soil increases 
the microbial activity with a positive priming effect: the addition of ready decompos-
able carbon to the soil increased CO2 respiration and surface evaporation. The meas-
ured C emitted under CO2 form during the whole experimental period corresponded 
to 78% of the C incorporated, while evaporated H2O in the same period represented 
72% of water supplied by encapsulated biomass and precipitations. The cumulated loss 
of C after GM until the soil preparation of the successive crop was 2957 kgC ha-1, in 
the same period 200 mmH2O were lost by soil evaporation.

Keywords. Faba bean (Vicia faba spp. minor L.), semi-arid, eddy covariance, surface 
temperature, aridity index.

1. INTRODUCTION

The green manure (GM) by using a short-season legume crop is a suitable 
agro-technique because improves soil organic carbon content (C), sustains pro-
ductivity and represents an important ecosystem service mainly related to the 
soil nitrogen (N) recycling (Yadav et al., 2000; Tosti and Guiducci, 2010; Couëdel 
et al., 2018). The practice is suggested by national and international agronomical 
protocols, such as the developing plan of rural areas of Italian regions (PSR 2014-
2020, Measure 10.1.2) which supports the introduction of faba bean or field peas 
between two cereal crops, and the European EC Regulation No 834/2007 which 
imposes GM in organic production (EC, 2007). The ploughing of legume cover 
crops is usually performed between the flowering and the early pod stages, leav-
ing biomass on the surface or/and incorporating it, whole or chopped, into the 
soil, ensuring N and C gains for the development of the subsequent crop (i.a. Al-
luvione et al., 2010). Furthermore, GM increases soil fertility and quality (Zhang 
and Fang, 2007) and stimulates microbial growth and activity and nutrient min-
eralization (Eriksen and Gross, 2005). In particular, faba bean (Vicia faba L.) 
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can provide up to 270 kg fixed N ha-1 (Köpke and Nemecek, 
2010), including a contribution of 100 kgN ha-1 from the 
below-ground biomass (Rochester et al., 1998). However, 
the application of residues with low C:N such as the leg-
ume crops increases the rate of biomass decomposition (De 
Neve and Hofman, 1996), increasing carbon dioxide (CO2) 
fluxes (Huang, et al., 2004). Muhammad et al. (2019), by a 
meta-analysis, showed that residues placed at soil surface 
will reduce CO2 emissions compared to their incorporated 
due to a decreasing in the rate of decomposition. The end-
ing of CO2 losses due to GM is uncertain: the CO2 emis-
sion process can exhausted in a few days (Alluvione et al., 
2010; Heller et al. 2010; Shaaban et al., 2016), in one month 
(Mancinelli et al., 2013) or it can last until several months 
(Curtin et al., 2000). Surely, when GM implies crop incor-
poration into the soil, the starting of CO2 emissions after 
GM are due to the tillage operation which causes the sud-
den physical release of CO2 entrapped in soil pores from 
previous microbial activity (Reicosky et al., 1997). The du-
ration of this degassing, as defined by Rochette and Angers 
(Rochette et al., 1999), can be of few hours, depending on 
soil microclimatic conditions during the time of the year 
when the tillage is performed (Álvaro-Fuentes et al., 2007; 
Rochette et al., 1999). Moreover, the CO2 emissions can be 
explained by the increased soil organic matter (SOM) de-
composition due to the addition to the soil of fresh biomass 
containing ready decomposable C (Kuzyakov and Doman-
ski, 2000). However, literature reports different outcomes 
when comparing CO2 fluxes from bare and GM amended 
soil, with cases of no differences (Liebig et al., 2010) and 
others showing an increasing of CO2 losses by GM (Kallen-
bach et al., 2010). These differences can be explained tak-
ing into account the plant species and critical high emis-
sion moments after cover crop residues addition to the soil 
(Bodner et al., 2018). Mancinelli et al. (2013) demonstrated 
that when the green matter is incorporated into the soil, 
the combined effect of temperature and precipitation, giv-
en in terms of aridity index, could cause a priming effect 
of SOM, also promoting soil mineralization processes and 
increasing CO2 fluxes. 

Finally, considering the impact of water and tempera-
ture on soil CO2 dynamics, it is necessary to evaluate CO2 
fluxes either before or after GM, as well as to study their 
relationships with H2O fluxes and temperature regime, in 
order to understand the effects of GM on the environment 
in any climatic region (Skinner et al., 2019). The continu-
ous monitoring of CO2 and H2O fluxes at hourly scale, to-
gether with meteorological variables, immediately before 
and after GM, gives the chance to identify relationships 
among CO2 emissions by GM and the climatic conditions. 

The main aim of this study was to verify that GM in-
creased soil CO2 emissions due to (i) tillage and (ii) input 

of organic residues, evaluating the climatic effects on these 
two sources of CO2 emissions. 

2. MATERIALS AND METHODS

2.1 The site and the crop

The trial was carried out on a 2.5  ha field located 
within the CREA-AA experimental farm sited in southern 
Italy (Rutigliano-Bari, 41° 01’ N, 17° 01’ E, altitude 147 m 
a.s.l). Faba bean (Vicia faba spp. minor L.) was sowed on 
19th February 2014 and GM was carried out on 22 May 
2014, incorporating crop into the soil at 20 cm depth. Fol-
lowing the usual practice of the area, it could be estimated 
by eye that almost 70% of the aerial green part of the crop 
was incorporated into the soil.

The soil was classified as fine, mixed, super-active, 
thermic Typic Haploxeralfs, clay-loam. Total N and total 
organic carbon content (TOC) at two depths (0–20 cm and 
20–40 cm) were evaluated with mean values equal to 0.92 
± 0.06 gN kg-1 and 10.3± 0.12 gC kg-1, respectively. 

The climate at the site is classified as semi-arid Medi-
terranean, with mild winters and warm-dry summers; the 
mean annual temperature was of 15.7 °C and the mean 
annual precipitation was of 535 mm year−1 (Campi et al., 
2009), mainly concentrated between the autumn and the 
late winter. The mean annual water deficit (reference evap-
otranspiration, ET0 less rain) was 560 mm. 

Fresh and dry weight of above and below-ground 
biomass, together with plant height and double-sided 
green leaf area (LAI Licor® 300, USA) were measured ac-
cording to a randomized sampling design. Mean LAI was 
equal to 6.2 ± 2.2 m2 m-2 and mean height was equal to 
81.8 ± 16.6 cm. Above-ground C and N were quantified 
by TOC Vario Select analyser (Elementar, Germany) and 
the Kjeldahl method, respectively: the above-ground C 
and N were 42.2% and 2.7% on a dry weight basis, re-
spectively. The below-ground C and N were equal to 
43.2% and 1.6%, respectively. On the basis of the above 
reported data, the above-ground biomass provided to 
soil a total estimated supply of 208 kgN ha-1, 3230 kgC 
ha-1 and 4.6 mmH2O. The below-ground plant parts con-
tributed with an amount of 22 kgN ha-1, 590 kgC ha-1 and 
1.5 mmH2O, respectively. The C:N ratio was equal to 15.5 
and 27.3 for the aboveground and the belowground bio-
masses, respectively.

2.2 CO2 and H2O fluxes

CO2 and H2O fluxes were measured by eddy covari-
ance (EC) method, a micrometeorological technique 
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based on the covariance between the instantaneous verti-
cal wind speed (w) and the concentration of the scalar (Lee 
et al., 2004). 

The EC CO2 and H2O fluxes were measured in 2014 
from March 7th until September 17th: see Rana et al. (2018) 
for all details about the trial and eddy covariance data 
analysis carried out by EddyPro® software (http://www.
licor.com/eddypro). In this study the period from May 
15th (one week before GM) until September 17th (last day 
before new soil managements for the following crop) was 
analysed.

The EC tower were equipped with a three-dimension-
al sonic anemometer (USA-1, Metek GmbH, Germany) for 
measuring wind components and sonic temperature, and 
a fast-responding open-path infrared gas analyser LI-7500 
(IRGA, LI-7500, Li-COR Inc., Lincoln NE, USA) for de-
tecting atmospheric CO2 and H2O concentrations. These 
sensors were placed at the centre of the plot at 1.2 m above 
the top of the canopy, adjusted to follow its growth for the 
entire growing season, while, after GM, the measurement 
height was at 1.10 m above soil surface. Data were sampled 
at 10 Hz by an Industrial Computer (Advantech, USA) 
running a resident software (MeteoFlux, Servizi Territo-
rio, S.n.c., Cinisello Balsamo, Italy) and recorded at hourly 
time step. 

The Mauder and Foken (2004) and Kormann and 
Meixner (2001) approaches were followed for performing 
quality check and footprint analysis, respectively.

2.3 Ancillary measurements and aridity index

Air temperature (Tair), relative humidity, precipita-
tion and incident global radiation (Rg) were continuously 
measured at hourly time step by standard sensors placed 
on a grass meadow close to the experimental field. The 
soil-crop surface temperature Tsurf was measured by four 
infrared radiometers (IRR-P, Apogee Instruments Inc., 
Utah, USA) at the centre of the plot, close to the EC tower, 
positioned 1 m above the crop, at an angle of 60° on the 
horizontal and pointing toward each of the four cardi-
nal points. Data were collected until 1st July by a CR10X 
(Campbell Scientific Inc., USA) at a frequency of 0.1 Hz 
and stored for as hourly averages; on 2nd July a serious fail-
ure interrupted the acquisition of Tsurf values.

The aridity index, AI, firstly introduced by De Mar-
tonne (1926) and widely used to link climatic characteris-
tics and agricultural features (see for example Francaviglia 
et al., 2017; Emadolin and Reinsch, 2018), was calculated at 
monthly scale as: 

𝐴𝐴𝐴𝐴 =
𝑃𝑃!

𝑇𝑇! + 10
 1 

 2 

where Pi = monthly precipitation, Ti = monthly mean air 
temperature. Following Mancinelli et al. (2013), the aridity 
index can be used to assess temporary variations of crop 
water conditions during crop growing season and can be 
related to CO2 flux to verify the relationships between cli-
matic factors and soil respiration.

3. RESULTS AND DISCUSSION

3.1 Meteorological conditions 

The weather conditions recorded during the experi-
mental period (Tair, Rg, vapour pressure deficit VPD, rain) 
are reported in Table 1 at monthly scale. In the whole pe-
riod Tair, VPD and Rg followed the typical seasonal patterns 
for this Mediterranean area, with low values of VPD and 
Rg recorded during rainy and cloudy days. The precipita-
tion throughout the experimental trial was negligible in 
the first days after crop incorporation until 14 June, when 
a huge precipitation event (30.6 mm) occurred; June and 
July were particularly rainy for this area (see Tab. 1) with 
precipitations concentrated in few stormy events.

Tsurf followed Tair pattern even if about 10 °C above it 
during the hottest hours of the day and with similar values 
during the night (data not shown). 

Tab. 1. Weather variables at monthly scale: air temperature (Tair), 
global radiation (Rg), vapour pressure deficit (VPD), rain: all values 
are mean, except rain, which is expressed as sum. 

Month Tair (°C) Rg (MJm-2d-1) VPD (kPa) Rain (mm)

May 17.2 20.4 1.4 17.1
June 21.3 24.4 1.8 108.1
July 22.8 21.7 1.8 107.5
August 24.1 21.3 2.0 8.5
September 20.2 15.1 0.8 30.8

Tab. 2. Footprint dimensions during daytime and night-time, cal-
culated with the Kormann and Meixner (2001) footprint approach. 
Length is the length of the footprint, width is the width of the 
ellipse at the centre of length.

Daytime Night time

Length (m) Half width (m) Length (m) Half width (m)

Mean 75.22 9.89 109.99 13.38
Max 203.84 24.40 547.53 53.85
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3.2 Footprint analysis 

The analysis of the source area is summarised in 
Tab. 2. The mean peak emitting point of the flux foot-
print was estimated to be around 12 m away from the 
mast, while on average 90% contribution to total fluxes 
during the daytime was provided by an area extending 
134.4 m upwind. 

3.3 CO2 and H2O fluxes

On the experimental period (15 May - 17 September) 
56, 32, and 12 % of data were flagged 0 (best quality flux-
es), 1 (fluxes suitable for general analysis) and 2 (discarded 
fluxes), respectively (Kormann and Meixner, 2001). 

Fig. 1 shows CO2 and H2O fluxes at hourly scale from 
one week before GM until the end of the monitoring pe-
riod. Before GM, daily trends of CO2 fluxes followed the 
typical pattern of an active green crop with negative day-
time photosynthesis values and night-time positive eco-
system respiration values. In the days following the GM, 
the CO2 fluxes became positive during daytime, following 
a typical bell shape pattern; in particular, only soil respira-
tion was detected until the soil remained bare. During the 
first 6 days immediately after GM the increasing observed 
in CO2 emissions was due to the effect of tillage performed 
for incorporating the faba bean, after that the pattern of 
CO2 flux was gently decreasing until the end of the consid-
ered period of measurements. During the last three days of 
monitoring, the CO2 fluxes showed the pattern of an active 
green crop since the emerging of weeds started. It is also 
clear that the CO2 emissions increased after any effective 

rain event, mainly due to the restart of decomposition of 
encapsulated biomass of remaining residue (Muhammad 
et al., 2019; Curtin et al., 2000), this behaviour was also 
observed in other studies (Álvaro-Fuentes et al., 2007), 
and can be explained by the physical release of the CO2 
entrapped in soil pores due to water filling and by the sub-
sequent stimulation of soil microbial activity.

To further investigate the effect of ploughing on CO2 
emissions a zoom on the period immediately before and 
after GM until the first effective rain (13 June) is reported 
in Fig. 2, where the components of ecosystem respiration 
were obtained by the partitioning method applied to the 
eddy covariance data (Rana et al., 2018). In particular, 
considering the short-term effect of tillage, few days after 
GM, CO2 emission was the result of the above-mentioned 
degassing and the stimulated soil microbial activity by the 
addition of fresh biomass. The soil respiration increased 
from 1.76 µmolm-2s-1 (mean over the week before tillage) 
to 5.46 µmolm-2s-1 (mean over 6 days after GM). 

In order to take into account the effect of water on 
CO2 fluxes, hourly fluxes of H2O were also analysed. Be-
fore the GM the water (see Fig. 1) showed the typical daily 
patterns and absolute values of the actual evapotranspira-
tion of a well-watered crop under Mediterranean climate 
(Katerji and Rana, 2006). With the termination of the crop 
by the GM, the H2O flux decreased due to plant transpira-
tion suppression and only evaporation process occurring. 
This clear trend did not occur after the first rain effective 
event on 13th June, in fact after this day the H2O evapora-
tion from bare soil was addressed by the soil water content 
following the water supply. Other details, including the 
overall trends of CO2 and H2O fluxes for this crop along 
the growing season since plants’ emergence, are reported 

Fig. 1. Time trends of hourly CO2 and H2O fluxes during the trial. The rainfall and the time interval of harrowing operation for green 
manure are also indicated.
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in Rana et al. (2018). 
Since both CO2 and H2O fluxes decreased in absolute 

values starting from the first day after GM until 13th June, a 
possible relationship between these two variables was inves-

tigated. Actually, the comparison between total daily values 
of CO2 and H2O fluxes (Fig. 3) confirmed a correlation be-
tween them due to the analogy in the mechanisms of trans-
port toward the atmosphere of these gases of non-stomatal 
origin in the absence of rain (Scanlon and Sahu, 2008).

3.4 Soil Surface Temperature effect on H2O and CO2 fluxes 

Considering the widely demonstrated relationship 
between surface temperature and the soil surface evapo-
ration (Kalma et al., 2008; Qiu and Ben-Asher, 2010), the 
linkage between these variables was investigated at daily 
scale, always taking into account the period from one 
week before GM until 13th June. Fig. 4 showed a clear de-
creasing of H2O fluxes with the increasing of surface tem-
perature. In particular, two periods can be distinguished: 
the first one before GM, when the green crop was active, 
and the second one, after GM, when plants were dead and 
encapsulated into the soil. 

Then, considering that CO2 emissions were strongly 
related to soil surface evaporation (see Fig. 3), which de-
pends on surface temperature (see Fig. 4), the relationship 
between CO2 emissions and the mean daily surface tem-
perature was further investigated. The daily trend of CO2 
flux until 13th June is shown in Fig. 5: it is clear that the CO2 
flux sudden increased after GM for tillage effect. Moreo-
ver, CO2 emissions further increased after rainy days 

Fig. 2. Zoom of soil respiration from one week before green manure (GM) until the day of first effective rain event (13th June).

Fig. 3. Daily values of CO2 vs H2O fluxes in the first days after 
green manure until 13th June.
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on 26th and 30th May and 1st June. One week before GM 
the daily CO2 balance was still negative, and the actively 
growing crop performed as a CO2 sink. Just after the GM 
incorporation, the soil became a net source of CO2, reach-
ing a maximum 2 days after the GM (24 May, around 0.5 
mol m-2 d-1) and slowly decreasing for several days until it 

became almost constant during the last displayed thirteen 
days. These results are supported by other authors: Man-
cinelli et al. (2013) reported analogous trends for the peaks 
of CO2 emitted immediately after green manuring due to 
the addition of fresh biomass containing ready decompos-
able C, which enhances SOM decomposition (Kuzyakov 
and Domanski, 2000). This positive priming effect results 
in soil organic matter mineralization and subsequent CO2 
efflux toward atmosphere. 

The relationship between CO2 emissions as daily 
mean of fluxes (µmolm-2s-1) and Tsurf is displayed in Fig. 
6 by considering all available Tsurf data (from May 23th 
until July 1st). In the first two weeks after incorporation 
(red symbols) CO2 emissions were strongly related to Tsurf, 
while during the last monitored weeks (white symbols) 
Tsurf increasing was not related to any increasing in CO2 
emissions. This latter lack of relationship between Tsurf 
and CO2 fluxes could be explained considering that in 
this stage CO2 fluxes likely came from layers of soil be-
low the soil surface where surface temperature did not 
have effect. This behaviour is similarly to the results re-
ported by Rochette et al. (2000) and Bol et al. (2003) for 
CO2 emissions following slurry-C incorporation in grass-
land. These authors highlighted a two-stage decomposi-
tion process: (i) rapid increase in emitted CO2 due to the 
decomposition of the labile and easily available fraction 
of C contained in the biomass, (ii) slow decrease due to 
decomposition of less available recalcitrant C material. In 
the present study, the advantage is the chance to follow 
at hourly scale in continuous the dynamics of these CO2 

Fig. 4. Daily H2O fluxes vs surface temperature (Tsurf) for the peri-
od 15 May - 13 June.

Fig. 5. Daily rain, CO2 fluxes and surface temperature (Tsurf) from one week before green manure (GM) until the first effective rain (13th 
June).
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releases coming from two different sources, highlighting 
also the effect of tillage. 

The strong relationship between surface temperature 
and CO2 flux during the first two weeks after GM could 
suggest that the majority of CO2 production occurred in 
plants residue likely before it was completely dry. Parkin 
and Kasper (2003), in residue covered no-till field crops 
(corn and soybean) in Iowa (USA), and Rana et al. (2016), in 
a bioenergetic crop in semi-arid climate in Italy, found simi-
lar relations between CO2 flux and soil surface temperature. 

3.5 CO2 fluxes and the Aridity Index

Fig. 7 displays the cumulated monthly soil CO2 fluxes 
(in mol m-2) in function of the monthly values of AI: the 
greatest values of CO2 corresponds to the highest value 
of AI. This result is in agreement with Mancinelli et al. 
(2013): under Mediterranean conditions, high AI value 
at the time of green manuring may promote the start of 
soil mineralization processes which may result in a prim-
ing effect of native SOM. Thereafter, the decreasing in AI 
corresponds in a decreasing of CO2 fluxes. In order to de-
velop a finding useful for agronomical purpose, a linear 
relationship between CO2 flux and AI at monthly scale was 
investigated (see small upper panel in Fig. 7), founding 
CO2=0.07 AI + 0.06 with high value of r2 (0.68). 

4. CONCLUSIONS

Eddy covariance measurements of CO2 and H2O flux-
es before and after the GM of faba were performed in a 
typical dry environment of the Mediterranean basin. Dur-
ing the trial, the starting of increased soil metabolic activ-

ity and respiration due to GM was monitored in terms of 
increasing in CO2 emissions, highlighting the degassing 
effect due to tillage and the emissions due to decomposi-
tion of new fresh biomass following GM: this latter CO2 
emissions was not affected by the surface temperature.

Furthermore, the addition to the soil of fresh biomass 
containing ready decomposable C increased CO2 respi-
ration and surface evaporation. The measured C emitted 
under CO2 form during the whole experimental period 
correspond to 78% of the C incorporated, and evaporated 
H2O in the same period represents 72% of water supplied 
by encapsulated biomass and precipitations. 

The cumulated loss of C after the GM until the soil 
preparation of the successive crop was 2957 kgC ha-1; in 
the same period, 200 mmH2O were lost by soil evapora-
tion. This value of emitted C after GM is comparable to 
those found by Hoyle et al. (2011) which report between 
50% and 75% of the C in plant residues can be lost as CO2 
by microbes during the first year of decomposition.
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Abstract. In order to estimate daily reference evapotranspiration (ETo) in arid region 
of Algeria, Adaptive Neuro-Fuzzy Inference System (ANFIS) and regression methods 
as Robust Regression (RR), Bayesian Regression (BR) and Multiple Linear Regression 
(MLR) techniques were used to develop models based on four explanatory climatic 
factors: temperature, relative humidity, wind speed and sunshine duration. These fac-
tors have been used as inputs, and ETo values computed by the Penman-Monteith 
formula have been used as outputs. Determination coefficient (R²), root mean square 
error (RMSE), Mean absolute error (MAE), mean absolute relative error (MARE) and 
Nash-Sutcliffe efficiency coefficient (NSE) were used to evaluate the performance of 
models developed with different input configurations. We concluded that RR, BR and 
MLR models were able to successfully estimate ETo, but ANFIS technique seems to be 
more powerful. Thus, the obtained results by the best ANFIS model, during the test 
phase are: 0.98, 0.27 (mm/day)², 0.36 (mm/day) and 5.52 % respectively for R, MAE, 
RMSE and MARE. 

Keywords. Reference evapotranspiration, arid regions, Adaptive Neuro-Fuzzy Infer-
ence System, robust regression, Bayesian regression, Penman-Monteith 
formula.

1. INTRODUCTION

Evapotranspiration (ET) is an important factor in climatological, hydro-
logical and agricultural management. So its estimate is of vital importance 
for irrigation scheduling, water resources planning and management, and for 
drought forecasting (e.g. Abyaneh et al., 2010, Meng et al., 2018, Lee et al. 2012). 
Thus, the evapotranspiration is used to compute many Drought Indices as Re-
connaissance Drought Index (RDI) (Tsakiris et al., 2007), the water surplus 
variability index (WSVI) (Gocic and Trajkovic, 2014) and standardized pre-
cipitation evapotranspiration index (SPEI) (Vicente-Serrano et al., 2010). To 
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estimate reference evapotranspiration (ETo), the Penman-
Monteith (PM) equation has been recommended as the 
standardized equation, but it has high requirements of cli-
matic data (Peng et al. 2017, Wable et al. 2019). However, in 
developing countries, application of this equation for ETo 
estimation has certain limitations due to unavailability of 
specific data requirements (Naidu and Majhi, 2019). 

According to Tabari et al. (2012), Practitioners and re-
searchers need to be provided with guidance on the choice 
of the most appropriate ETo method to be adopted when 
weather data are insufficient to apply the Penman-Montei-
th method. In this context, some researchers was evaluated 
the reliability of simplified pan-based approaches for esti-
mating ETo directly that do not require the data of mete-
orological parameters (Trajkovic et al., 2010). Others have 
used the modeling approaches (Keshtegar et al., 2018). In 
this direction we have decided to use modeling techniques 
to estimate ETo based on a daily time step. Thus, Adaptive 
neuro-fuzzy inference system (ANFIS), robust regression 
(RR), Bayesian regression (BR) and multiple linear regres-
sion (MLR) models were developed and compared to each 
other. 

Multiple Linear Regression method is one of the most 
widely known modeling techniques. It was used for ref-
erence evapotranspiration modeling either alone (Yirga, 
2019) or for a comparison (Khoshravesh et al., 2015; 2016; 
Ozgur et al., 2017) and to examine the relationship be-
tween weather parameters and Carbone monoxide (CO) 
concentration (Ve and Jo, 2016). However, this method is 
extremely sensitive to deviations from the model assump-
tions as a normal distribution assumed for the error terms 
(Stahel, 1997). Consequently, robust regression estimators 
can be a powerful tool for outlier detection in complicated 
data sets. For this reason, robust regression model can be 
the best alternative for multiple linear regression model 
(Marona et al., 2006). 

Bayesian linear regression is an extension of linear re-
gression for modeling and predicting some complex phe-
nomena. It has numerous advantages over classical meth-
ods. One of the main advantage of Bayesian predictions 
over maximum likelihood methods of estimation is an 
overall increase in accuracy with high levels of reliability 
on a fraction of the test sample (Braga et al., 2005). 

Adaptive Neuro-Fuzzy Inference System (ANFIS) 
technique which is introduced first by Jange (1993) is a 
multilayer feed-forward network. It uses neural network 
training algorithms and fuzzy logic to create an input-out-
put correlation for fuzzy decision rules that perform well 
on any given task. According to Karimaldini et al. (2012), 
while neural networks are good at recognizing patterns, 
they are not good at explaining how they reach to deci-
sions because this technique is, in fact, a black-box for its 

user. Fuzzy logic systems are good at explaining their de-
cisions, but they cannot learn and adjust themselves to a 
new environment. These limitations have been solved with 
ANFIS technique. 

The present study aims to: (1) Investigate the potential 
of using robust regression, Bayesian regression and AN-
FIS models to estimate reference evapotranspiration, (2) 
choose the best approach for users in arid region condi-
tions and (3) to adapt the best models to the climatic con-
ditions in south region of Algeria. 

2. MATERIALS AND METHODS 

Our study was carried out in the region of Adrar, lo-
cated in the south-west of Algeria. Latitude: 27°49’N and 
Longitude: 00°18’E (Fig. 1). 

2.1 Climate characteristics

Adrar region is characterized by its extreme meteoro-
logical parameters. Its climate is dry throughout the year 
and is characterized by the extended thermal amplitudes 
during the year, the month and even the day. The absolute 

 

 

 

 

Location of experimental  
         Station of Adrar  
 Fig. 1- Sketch of the investigation area.
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maximum temperature reaches 49.5°C in summer (July 
and August), while, ice and frost are the rare phenomena. 

2.2 Description of data and availability

For estimating reference evapotranspiration, the AN-
FIS, RR BR and MLR models were trained. The entire 
database (the overall size is, n = 1825) was splitting into 
two datasets, 80% were used in training phase and 20 % 
remaining were used in test phase. 

In the present investigation, daily data (temperature, 
relative humidity, wind speed and sunshine duration) 
consist of daily series values recorded throughout the pe-
riod of 1825 days (From January 2013 to December 2017). 
The registration of these meteorological statements was 
performed by the meteorological station located within 
the experimental site. Using these observed climatic data, 
daily values of ETo were computed initially using the Pen-
man-Monteith (Eq. 1). These computed ETo values were 
used to train the ANFIS models.

2.3 Estimation of reference evapotranspiration

The Penman-Montheith equation used for estimating 
reference evapotranspiration is written as bellow (Allen et 
al., 1998): 

ETo =  (1)

Where ETo is the reference evapotranspiration (mm 
day−1), Rn is the net radiation at the crop surface (MJ m−2 
day−1), G is the soil heat flux density (MJ m−2 day−1), T is 
the mean of daily air temperature at 2 m height (°C), u2 is 
the wind speed at 2 m height (m s−1), es is the saturation 
vapor pressure (kPa), ea is the actual vapor pressure (kPa), 
(es−ea) is the saturation vapor pressure deficit (kPa), Δ is 
the slope vapor pressure curve (kPa °C−1), γ is the psycho-
metric constant (kPa °C−1).

The parameters air temperature, relative humidity, 
wind speed and sunshine duration: were taken directly 
from the meteorological station and were used to estimate 
other parameters. According to Doorenbos and Pruitt 
(1977), net radiation and the saturation vapor pressure 
deficit can be estimated by air temperature and sunshine 
duration. Net radiation is the difference between the net 
short wave radiation (Rns), and the outgoing net long wave 
radiation (Rnl).

Rn = Rns - Rnl (2)

if

Rns = (1-α)(0.25+0.50 )Ra (3)

and 

Rnl= f(t).f(ea).f(n/N) (4)

Rn= (1-α)(0.25+0.50 )Ra - f(t).f(ea).f(n/N) (5)

2.4 Statistics of meteorological variables

The statistical features of meteorological variables and 
evapotranspiration in training and test subsets (Tab. 1) 
indicate that the data structures of these subsets have the 
same characteristics.

It can be noted that the variability range of meteoro-
logical parameters in the study area was very large. For 
instance, the daily values of temperature ranged between 
7.10 °C and 42 °C: relative humidity ranged between 
17.50 % and 95 %, wind speed ranged between 0.00 and 
4.27 ms−1 and sunshine duration ranged between 0.00 to 
12.35 hours per day. Hence, any model developed on this 
data set should have a wide application in all regions that 
have meteorological parameters in the range the of the 
study area. The standard deviation values indicated that 
the variability of meteorological variable values is very 
important.

The correlations of all input variables are presented in 
(Tab. 2). This table shows that the linear correlations be-
tween ETo and two independent variables: temperature, 
and relative humidity are very high. Their values are 0.85 
and -0.86 respectively Hence, any model that uses these 
explanatory climatic parameters should be able to esti-
mate the ETo satisfactorily.

Tab. 1. Statistics of meteorological variables in training, test and 
validation data subsets. T temperature, RH Relative humidity, U2 
Wind speed and n sunshine duration.

Phases Statistic 
parameters T (°C) RH (%) U2 (ms-1) n (h.day-1)

Training Min 7.10 17.50 0.00 0.00
Max 42.00 95.00 4.27 12.35

Mean 25.92 41.60 1.62 9.14
Std 9.02 14.03 0.72 2.74

Testing Min 10.75 23.50 0.28 0.00
Max 42.25 90.00 4.18 12.35

Mean 26.34 46.71 1.48 8.81
Std 8.97 16.38 0.61 2.26



58 Abdelkader Laaboudi, Abdeldjalil Slama

The temperature and humidity are also highly corre-
lated. Therefore, a combination of these two factors may 
provide a good estimate of reference evapotranspiration. 
It should be noted that all these correlations between vari-
ables are linear type but the ETo is universally considered 
a nonlinear process dependent on interacting meteoro-
logical variables (Laaboudi et al., 2012; Fang et al., 2018). 

2.5 Adaptive neuro-fuzzy inference system (ANFIS)

An adaptive network, as its name implies, is a net-
work structure consisting of nodes and directional links 
through which the nodes are connected. Moreover, parts 
or all of the nodes are adaptive, which means each out-
put of these nodes depends on the parameters pertain-
ing to this node and the learning rule specifies how these 
parameters should be changed to minimize a prescribed 
error measure (Jange, 1993). In ANFIS, fuzzy rule bases 
are combined with neural networks to train the system 
using experimental data and obtain appropriate mem-
bership functions for process prediction and control. The 
inference system has two input variables x and y as each 
variable has two fuzzy subsets. A typical rule set with two 
fuzzy if then rule set for a first order Sugeno fuzzy model 
can be defined as Eq. 6 and 7:

Rule 1: If x is A1 and y is B1 Then f1 = p1x + q1y + r1 (6)

Rule 2: If x is A2 and y is B2 Then f2 = p2x + q2y + r2 (7)

Where A1, A2 and B1, B2 are the membership functions 
(MFs) for inputs x and y respectively, p1, q1, r1 and p2, q2, 
r2 are the parameters of the output function. f1 and f2 are 
constant output respectively for rule 1 and rule 2 in ANFIS 
for the first-order Sugeno inference system. 

The general architecture of ANFIS consists of five lay-
ers, namely, a fuzzy layer, a product layer, a normalized 
layer, a defuzzy layer and a total output layer. 

The membership function (MF) of each input was 
tuned using the hybrid method consisting of back propa-

gation for the parameters associated with the input mem-
bership function and the least square estimation for the 
parameters associated with the output membership func-
tions. The architecture of the ANFIS is shown in Fig. 2.

2.6 Multiple Linear Regression (MLR)

Multiple linear regression (MLR) is a statistical ap-
proach to modeling the linear relationship between a re-
sponse (dependent) variable and one or more explanatory 
(independent) variables.

Given an independent and identically distributed 
(i.i.d) observations (xi,yi), i = 1, . . . , n, in order to under-
stand how the response yi’s are related to the covariates 
xi’s, we traditionally assume the assume the following lin-
ear regression model:

yi= θ+εi, (8)

Where θ is an unknown p × 1 vector, and the εi’s are 
i.i.d and independent of xi with E(εi|xi)=0. 

The most commonly used estimate for θ is the ordi-
nary least-square (OLS) estimate that minimizes the sum 
of squared residuals

. (9)

2.7 Robust regression (RR) 

It is well known that the OLS estimate is extremely 
sensitive to the outliers. A single outlier can have large 
effect on the OLS estimate (Yu and Yao, 2017). Thus ro-
bust regression analysis provides an alternative to a least 
squares regression model when fundamental assumptions 
are unfulfilled by the nature of the data, such as if the dis-
tribution of errors is asymmetric or prone to outliers.

The Statistics Toolbox function “robustfit” is useful 
in these cases. The function implements a robust fitting 

Tab. 2. Correlation matrix between input and output variables.

  Temperature Humidity Wind 
speed

Sunshine 
duration ET0

Temperature 1.00
Humidity -0.81 1.00
Wind speed 0.07 0.03 1.00
Sunshine duration 0.28 -0.39 0.05 1.00
ETo 0.86 -0.85 0.31 0.57 1.00
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59Using Neuro-fuzzy and linear models to estimate reference Evapotranspiration in South region of Algeria

method that is less sensitive than OLS to large changes in 
small parts of the data (Matlab Statistics Toolbox 2010).

Robust regression works by assigning a weight to each 
data point. Weighting is done automatically and iteratively 
using a process called iteratively reweighted least squares. 
In the first iteration, each point is assigned equal weight 
and model coefficients are estimated using ordinary least 
squares. At subsequent iterations, weights are recomputed 
so that points farther from model predictions in the previ-
ous iteration are given lower weight. Model coefficients are 
then recomputed using weighted least squares. The pro-
cess continues until the values of the coefficient estimates 
converge within a specified tolerance (Matlab Statistics 
Toolbox 2010). For more details on robust regression, see 
Fox and Weisberg (2002) and Yu and Yao ( 2017).

2.8 Bayesian Regression (BR)

Suppose that we are interested in estimating a param-
eter θ from the data y= (y1,y2,…,yn) using a statistical model 
described by a density l(y|θ), called the likelihood function 
or likelihood. Bayesian philosophy states that θ can be con-
sidered as random variable with probability distribution 
π(θ), which is known as the prior distribution, or just the 
prior. The prior distribution expresses our beliefs about the 
parameter before examining the data. Given the observed 
data y, update of beliefs about θ by combining information 
from the prior distribution and the data by the use of Bayes’ 
theorem, and so the calculation of the posterior distribu-
tion, π(θ|y). For the prior distribution we have considered a 
Jeffrey non-informative prior based on the Fisher informa-
tion (see Bernard et al. 2000 and Ghosh et al. 2007). 

Consider a standard linear regression problem given 
in (12) and consider εi, i=1,…,n are independent and iden-
tically normally distributed random variables N(0,σ2), 
σ>0.

The likelihood function l(y|θ,σ) is given by

l(y|θ,σ)∝σ-nexp . (10)

With Jeffrey’s non-informative prior for (θ,σ) given by

π(θ,σ)∝ . (11)

The posterior distribution of θ, obtained by combina-
tion of (10) and (11) is given by:

π((θ,σ)|y)∝σ-n-1exp . (12)

The posterior distribution (12) is used to estimate the 
vector parameter (θ,σ).

The performances of linear regression and ANFIS 
models were evaluated to compare their predictive accu-
racies based on the following statistical criteria: 
• The coefficient of determination (R²) is the square of 

correlation coefficient (r) between the observed and 
estimated data values of the dependent variable. The 
coefficient r is expressed as:

 (13)

• The root mean squared error (RMSE):

 (14)

• The mean absolute error (MAE):

 (15)

• The mean absolute relative error (MARE):

 (16)

• The Nash- Sutcliffe efficiency (NSE) coefficient, It is 
calculated as follows:

 (17)

Where, 
NSE: Nash-Sutcliffe efficiency; Yobs: Average of obser-

vations; Ysim is a simulated variable, Yobs the observed vari-
able, Ysim the average of simulated variable, Yobs the average 
of observed variable, n a number of observations.

The NSE coefficient is the Nash-Sutcliffe efficiency co-
efficient, proposed by Nash and Sutcliffe (1970), It is used 
to evaluate the predictive power of the model (Latrech et 
al., 2019).

The Matlab software was used for the implementation 
and application of ANFIS approach and regression meth-
ods (BR, RR MLR).Two phases were employed in ANFIS 
modeling: training and testing phases.

3. RESULTS AND DISCUSSIONS

For estimating reference evapotranspiration, the AN-
FIS, RR, BR and MLR models were trained. The resultsob-
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tained from evaluating performance of these models: in 
terms of statistical criteria are given in Tab. 3.

As it can be seen in (Tab. 3), the ANFIS model repre-
sented more consistent estimates. The ANFIS model has 
the smallest MAE, RMSE and the highest R² and NSE in 
the Training and testing phase. In testing phase, the AN-
FIS model has the smallest RMSE (0.3579), MAE (0.2709) 
and MARE (5.5199) and the highest R² (0.984) and NSE 
(0.981). The performance of the ANFIS model on the test-
ing dataset showed that the ANFIS model can be used to 
provide accurate and reliable reference evapotranspira-
tion (ETo) prediction. The models RR, BR and MLR are 
almost similar one to each other. Moreover, from this ta-
ble, it is evident that all performance criteria illustrate a 
reasonably good performance for all models. This is meant 
that all models could provide a good estimation of refer-
ence evapotranspiration. Nevertheless, if we deal with 
each method separately, we find slight differences between 
them: according to the size of the samples, its dispersion 
and the number of inputs.

3.1 Adaptive Neuro-Fuzzy Inference System

For the ANFIS approach the model developed in this 
study provided consistent RMSE, MAE and MARE val-
ues during training and testing phases when compared 
to other models. To find out the best model in among the 
all ANFIS models 50 and 100 epochs, 2 and 3 number of 
membership functions were tried for each model (Tab. 4).

While in training phase there were slight differences 
in terms of RMSE according to number of membership 
functions (MF), in testing phase, all models with the same 
number of MF are similar one to each other in terms of 
RMSE. Thus, their values are 0.358 mm/day for 2 MF and 
0.475 mm/day for 3 MF respectively. 

Increasing number of MF more than 2 MF, enhances 
the model performance in training phase but contrary in 

testing phase. Thus, it can be seen (Tab.4) that the model 4 
(2, gebellmf, linear) and model 5 (2, gauss2mf, linear) per-
form well, as they have high coefficients of determination 
R² (0.964 and 0.984) and the lowest values of RMSE =0.366 
and 0.358 in training and testing phase respectively. These 
models perform better than model 7 (3, gauss2mf, linear) 
and model 8 (3, gauss2mf, linear) in testing phase. The 
given coefficient of determination values are higher than 
values of R² = 0.67 obtained by Areerachakul (2012) and R² 
0.943 obtained by Pour-Ali Baba et al. (2015) but they are 
much closer to R² = 0,986 obtained by Kumar et al. (2012).

Regarding RMSE values obtained by this study, 
they were higher than RMSE = 0.265 mmday-¹ obtained 
by Shamshirband et al. (2016) but they were lower than 
RMSE = 0.753 and 0.821 mmday-¹ obtained by Patil et al. 
(2017) in training and test periods respectively.

3.2 Linear regression models 

To study the performance of linear regression mod-
els: RR, BR and MLR models were evaluated together and 
compared one to each other.

Tab. 3. Comparison of the models in terms of R, E, RMSE, MAE and MARE

Modeling methods Datasets R² NSE RMSE (mm/day) MAE (mm/day) MARE (%)

Robust regression 
Dataset1 0.951 0.950 0.6045 0.4584 9.6774
Dataset2 0.966 0.966 0.4622 0.3744 9.0191

Linear Multiple 
Regression

Dataset1 0.951 0.949 0.5967 0.4665 9.5345
Dataset2 0.966 0.965 0.4631 0.3756 8.9746

Bayesian regression 
Dataset1 0.951 0.949 0.5967 0.4668 11.7285
Dataset2 0.966 0.965 0.4617 0.3757 8.970

ANFIS (Tr. P)
(T.P)

Dataset1 0.982 0.981 0.3660 0.2506 4.7574
Dataset2 0.984 0.980 0.3579 0.2709 5.5199

Tr.P: Training phase, T.P: test phase.

Tab. 4. R and RMSE (mm.day-1) values of the ANFIS models in 
training and testing phases.

Model N° MF number 
of MF

Training phase Testing phase

R² RMSE R² RMSE

Model 1 Trimf 2 0.953 0.414 0.984 0.358
Model 2 Trapmf 2 0.964 0.371 0.984 0.358
Model 3 Psigmf 2 0.964 0.367 0.984 0.358
Model 4 Gbellmf 2 0.964 0.366 0.984 0.358
Model 5 gauss2mf 2 0.964 0.366 0.984 0.358
Model 6 Gbellmf 3 0.972 0.323 0.974 0.475
Model 7 Trapmf 3 0.968 0.341 0.974 0.475
Model 8 gauss2mf 3 0.972 0.328 0.974 0.475
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Although limitations of MLR, this technique is widely 
used at present, it has been used by Tabari et al. (2012) who 
have reported that MLR model provided good agreement 
with the ETo obtained by the PM method. They have got a 
R² = 0.96 with the best MLR model which was much closer 
to R² =0.966 obtained by the present study. These values 
were higher than the best value (R² = 0.82) obtained by 
Saylan et al. (2019). 

Khoshravesh et al. (2016) who have used the multivar-
iate fractional polynomial (MFP), robust regression and 
Bayesian regression to estimate the monthly ETo, their re-
sults showed that the accuracy of MFP model was greater 
than the other models. RR and BR models gave the same 
results in terms of R² and RMSE in different locations. The 
higher value of R², which was 0.97, it was closer to R² = 
0.9662 obtained in this study.

3.2.1 Coefficients of regression estimation

The regression coefficients are the least squares esti-
mates of the parameters. Their values indicate how much 
change in Y occurs for a one-unit change in X when the 
remaining X’s are held constant. These coefficients are the 
values of β0, β1… βp. They are illustrated in Tab. 5.

It is clear that there were differences between these coef-
ficients from one method to another. Robust regression has 

provided much better regression coefficient estimates when 
outliers are present in the data. Thus, as can be seen from 
Tab. 6, models 9, 10, and 11, MARE values given by RR were 
slightly less than those given by MLR and BR methods. Con-
trary, models 13, 14 and 15, MARE values were slightly high.

This indicates that robust regression models were af-
fected by the sample size. Consequently, with small sam-
ples, RR method performed more accurate models than 
MLR and BR techniques. However, BR models become 
more accurate than RR and MLR methods in case of larger 
samples. Similar result was shown by Grzenda (2015). 

Contrary, models 13, 14 and 15 performed by LMR 
were slightly better that those performed by RR. They were 
very closer to models 13, 14 and 15 performed by BR. Con-
sequently, RR method was more effectiveness for the small 
sample sizes and BR method was effectiveness with larger 
sample sizes. 

Another parameter that could affect the model ac-
curacies was the number and nature of the inputs. Thus, 
according to the MARE values (Tab. 7), there were differ-
ences between the different methods, Sometimes RR mod-
els are better than LMR models (16, 17, 18, 19 and 21). May 
be these models were affected by outlier effect and RR has 
overcome this problem. 

With non-informative prior, BR method was always 
much closer to LMR method. 

Fig. 3 shows Scatter plots of observed versus simulated 
values of reference evapotranspiration (ETo) for the AN-
FIS, RR, BR and MLR models in the testing phase data-
base. This figure has confirmed that the used regression 
models were closer each other but ANFIS model was clos-
est to ETo. In this context, Ladlani et al. (2014) have proved 
that ANFIS model was more accurate than MLR model. 

Fig. 4 demonstrates the observed values of ETo com-
pared with the estimated values from different approach-

Tab. 5. Regression coefficients according to each linear modeling 
method.

Inputs βi LMR RR BR

Contant β0 0.957 0.823 1.028
Temperature β1 0.131 0.131 0.130
Relative humidity β2 -0.057 -0.056 -0.058
Wind speed β3 0.013 0.014 0.013
Sunshine duration β4 0.277 0.282 0.275

Tab. 6. Comparison between MLR, RR and BR in terms of MARE 
according to the sample size (number of observations).

Model N° Sample size 
(n)

Robust 
Regression

Multiple 
linear 

Regression

Bayesian 
Regression

Model 9 30 2.214 2.239 2.220
Model 10 50 4.072 4.544 4.520
Model 11 100 8.798 8.829 8.802
Model 12 150 8.827 8.851 8.822
Model 13 200 8.042 7.996 7.979
Model 14 300 7.108 7.076 7.047
Model 15 375 9.019 8.975 8.970

Tab. 7. Comparison between MLR, RR and BR in terms of MARE 
according to the number of inputs. T temperature, Hr: Relative 
humidity, U2 Wind speed and n sunshine duration.

Model N° Input 
combinaisons RR LMR BR

Model 16 T 19.35 19.52 18.34
Model 17 T+n 15.73 16.08 23.35
Model 18 T+ U2 15.73 16.08 18.03
Model 19 T+Hr 15.74 16.08 15.99
Model 20 T+Hr + U2 13.91 13.96 13.75
Model 21 T+Hr + n 12.71 13.08 13.11
Model 22 T+ U2+ n 12.27 12.46 12.48
Model 23 Hr + U2+ n 15.36 15.19 15.19
Model 24 T+Hr + U2+n 9.02 8.97 8.97
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es. The graph has illustrated that predicted values from 
the ANFIS were closer to the observed values than those 
obtained from linear regression techniques.

In fact, according to the works of Yaseen et al. (2016), 
in some cases, the ANFIS models were the best predictors, 
in other cases, Bayesian models were the best. Thus, the 
ANFIS spatial model structure was the best predictor of 
flow and Bayesian temporal model structures performed 
better than the ANFIS spatial model structure. In our 
case ANFIS model performances were always better than 
Bayesian model performances this is probably due to the 
consideration of the non-informative prior.

If we focus on the 16 first values of different series 
obtained by the different methods we clearly see that the 
series of simulated values by ANFIS was very close to the 
values of the observed series of ETo. The other series of val-
ues simulated by the other methods were somewhat distant 
from the observed series of the ETo but they were very close 
one to each other and they hided one behind the other.

Overall, the ANFIS models provided the best ETo 
estimates than statistical models. For practical uses, the 

ANFIS model with the RMSE values less than 0.3 mm/day 
and MARE values less than 6 % had good accuracy in ETo 
modeling and can be used where climatic data are limited. 
This is especially true in some regions of developing coun-
tries where reliable weather data sets required for FAO -56 
formula are always not available.

As a whole, the findings of this study revealed that the 
ANFIS models can be employed successfully in reference 
evapotranspiration estimation. The main disadvantage of 
this approach is the complexity of implementation with 
additional of inputs or membership functions, this task 
required more time and the results could be very poor. 

4. CONCLUSION

In this study we have analyzed and compared adaptive 
neuro fuzzy inference system (ANFIS) and linear regres-
sion models to well estimate reference evapotranspiration 
when climatic data sets are not enough available. Results 
showed that the best ANFIS model compared with linear 
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Fig. 3. Scatters plots of observed ET0 (mm/day) and simulated ET0 (mm/day) obtained by different approaches in (test phase database) a: 
ANFIS; b Bayesian regression; c: Robust regression ; d: Multiple regression. Observed ETo (ET0o), Simulated ET by ANFIS (ET0a), Simu-
lated ET by RR (ET0r), Simulated ET by MLR (ET0m), ET0 Simulated ET by BR (ET0b).
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Fig. 4. Graphical comparison of observed ET0 and simulated ET0 obtained by the two approaches in testing phase ; Observed ETo (ET0o), 
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regression models were approximately similar and they 
were very satisfactory. But in terms of accuracy, ANFIS 
model seems to be the most reliable. The results were quite 
encouraging and suggest the usefulness of ANFIS-based 
modeling techniques for accurate prediction of evapo-
transpiration as an alternative to statistical approaches. 
Because the advantage of the ANFIS method lies in the 
possibility of having improvements in the performance 
criteria by modifying the membership functions, ANFIS 
have become powerful tools for modeling in many varied 
fields of research. 

Another advantage may be behind its powerful in 
modeling is its nonlinear feature, because evapotranspi-
ration process is a nonlinear phenomena. Using linear 
regression methods in the modeling could result in sat-
isfactory findings, however the ANFIS method has justi-
fied its superiority in the power of prediction. Indeed, the 
designed ANFIS model showed higher performance than 
other models because the simulated series matches the ob-
served series perfectly. 

For the other class of extended linear models (splines, 
thin-plate, additive,) and the Bayesian regression models 
with informative prior distribution can be considered in 
future work.
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Abstract. An effective water resources management requires accurate predictions of 
possible risks. Drought is one of the most devastating phenomena that has a certain 
risk of occurrence. Understanding the variability of the drought indices is of great 
importance in determining the spatiotemporal behavior of the drought phenomenon. 
Moreover, determination of the variability and short-term prediction of the drought 
indices enables us to take necessary steps in hydrological and agricultural issues. In 
this study, drought indices have been predicted via Support Vector Regression, SVR. 
This method originated from a linear regression method in a high dimensional fea-
ture space. SVR necessitates a special input matrix. In this study, this matrix has 
been constructed on the basis of Chaotic Approach, CA. Commonly used drought 
indices are used in the prediction stage. These indices consist of monthly Palmer 
Drought Severity Index, PDSI, Palmer Hydrological Drought Index, PHDI, Palmer 
Z-Index, ZNDX, Modified Palmer Drought Severity Index, PMDI, and Standard Pre-
cipitation Index, SPI. One-step ahead prediction has been realized for a 36-month 
period. Most results show that predictions of the drought indices using SVR are 
quite promising. 

Keywords. Drought indices, prediction, phase space reconstruction, machine learning.

1. INTRODUCTION

It is a well-known fact that drought is one of the most important natural 
disasters in the world. Severity and duration of droughts in different regions 
of the world are expected to increase in the future due to climate change. Most 
countries will be affected by drought at different levels depending on the risk 
factors they have (Carrao et al., 2016). Drought is a natural disaster with the 
power to produce significant social and economic consequences. For this rea-
son, better management of water resources will gain more importance in the 
future. In drought studies, the first step is the determination of drought’s level 
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and its variation and predicting the future value of the 
drought indices. Drought indices are used for determina-
tion and classification of the drought (Yihdego et al., 2019; 
Hao et al., 2016).

In literature, there are some studies about prediction 
of the drought indices. Liu et al. (2009) have implemented 
the Markov Chain Model to predict the PDSI. They con-
structed a one-step prediction model which produces 
different prediction accuracy such as 96.68%, 64.45%, 
52.6% and 0.40% for normal, slight, moderate, and severe 
drought conditions, respectively. Mehta et al. (2014) have 
used the Model for Interdisciplinary Research on Climate 
5 (MIROC5) and Statistical Forecast System (SPS) in order 
to predict the Self-Calibrating Palmer Drought Severity 
Index (SC-PDSI). Although correlation coefficients and 
root mean square errors are big enough with regard to the 
time period and grid spacing, the accuracy of the predic-
tion is within the acceptable limits. Cutore et al. (2009) 
employed neural networks and climate indices so as to 
predict the Palmer Indices. They found that the North 
Atlantic Oscillation (NAO) series are uncorrelated with 
the Palmer Indices for winter months while the European 
Blocking (EB) are correlated with the Palmer Indices both 
for winter and autumn months. Belayneh et al. (2014) have 
used a wavelet-neural network and wavelet-support vector 
regression approaches to predict long-term SPI series. The 
best prediction result is produced from the coupled wave-
let neural network. 

The SVR which is an advanced, state-of-the-art pre-
diction method can be seen as a specific implementation of 
Support Vector Machines (SVMs) to the regression prob-
lem (Vapnik, 1995; Cortes and Vapnik, 1995). The SVM 
is a kind of statistical learning machine which is widely 
used in an area of classification (Vapnik and Lerner, 1963; 
Vapnik and Chervonenkis, 1964). SVR transforms input 
space which is formed from the observations into high di-
mensional feature space by way of a kernel function and 
performs a linear regression in this space.

There are many applications of SVR about prediction 
of many variables. Yu et al. (2006) have used SVR for real-
time flood stage prediction. This study has demonstrated 
that a SVR has strong prediction performance. Santam-
aria-Bonfil et al. (2016) have developed a method based 
on the SVR to predict wind speeds for wind farms. They 
showed that the SVR is more appropriate for short term 
wind speed and wind power values prediction than persis-
tence and autoregressive models. SVR has been employed 
to predict hourly O3 concentrations by Ortiz-Garcia et al. 
(2010) with accurate prediction results. Baydaroğlu and 
Koçak (2014) have used SVR algorithm to predict evapo-
ration values. The results show that SVR-based predictions 
are very successful with high determination coefficients as 

83% and 97% for univariate and multivariate time series 
embeddings, respectively. Moreover, river flow prediction 
using hybrid models of the SVR with Wavelet Transform 
(WT), Singular Spectrum Analysis (SSA) and CA is real-
ized by Baydaroğlu et al. (2017). The SVR-WT combina-
tion has resulted in the highest coefficient of determina-
tion and the lowest mean absolute error. Granata et al. 
(2016) have applied SVR for a simulation of rainfall-runoff 
processes in two experimental basins and compared with 
EPA’s stormwater management model. The hydrograph 
shape and the time to peak are correctly modelled by these 
approaches. It can be said that the SVR shows considerable 
potential for applications to the problems of urban hydrol-
ogy.

The main idea behind this study is to predict drought 
indices consisting of many nonlinear variables with high 
accuracy. Prediction of drought indices enables decision 
makers to monitor all components of hydrologic cycle, 
gain simple information about different kinds of droughts 
which are complex phenomena, determine economic 
impacts, risks and changes on agricultural productivity, 
plan irrigation facilities and water distribution. In the 
prediction part of the study, SVR has been employed. It 
requires a special input data format. Chaotic Approach 
(CA) is utilized in order to prepare the input data set for 
SVR. For this purpose, a phase space is reconstructed by 
using Embedding Theorem (Takens, 1981). According to 
this theorem, time delays and embedding dimensions are 
determined from the time series in question. In this study, 
False Nearest Neighbour (FNN) (Kennel et al., 1992) and 
Mutual Information Function (MIF) (Fraser and Swinney, 
1986) have been implemented to determine the embed-
ding dimension and the time delay, respectively. 

In the organization of this paper, Section 2 introduces 
the methods and material used in the study, Section 3 dis-
cusses the results obtained in the study.

2. MATERIAL AND METHODS

The following are employed in this study: (1) Deter-
mining the optimum embedding dimensions and time 
delays (2) A phase space is constructed with these embed-
ding parameters in order to prepare input matrix for SVR 
(3) Prediction of the drought indices using SVR. 

FNN algorithm is based on the definition of true and 
false neighboring points in a phase space. Percentages of 
the false neighboring points in a successively higher di-
mensional phase space provide to develop this algorithm 
to choose an optimum embedding dimension. The Mutual 
Information Function (MIF) can be considered as a non-
linear counterpart of the Autocorrelation Function (ACF). 
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2.1. Data

The American Meteorological Society (1997) catego-
rizes droughts as meteorological or climatological, agri-
cultural, hydrological and socioeconomic droughts. Wil-
hite and Glantz (1985) are expressed numerically some 
indices based on historical climate records such as tem-
perature and precipitation.

In this study, US Palmer Drought Severity Index 
(PDSI), Palmer Hydrological Drought Index (PHDI), 
Palmer Z-Index (ZNDX), Modified Palmer Drought Se-
verity Index (PMDI) and Standard Precipitation Index 
(SPI) are considered. These indices were calculated from 
monthly data between June 1929 and December 2015 pro-
vided by National Oceanic and Atmospheric Administra-
tion (NOAA) (downloaded from https://www7.ncdc.noaa.
gov/CDO/ CDO DivisionalSelect.jsp)

The PDSI is widely and operationally used for de-
termination of drought status (Palmer, 1965). This index 
is based on a soil moisture balance between supply and 
demand. In other words, it is a function of precipitation, 
temperature, and available water content of the soil (Palm-
er, 1965; Alley, 1984). It is generated indicating the severity 
of wet or dry spells. This index is above +4 and below -4. 
Negative values indicate dry spells while positive values 
denote wet spells. 

The PHDI is a monthly hydrological drought index 
used to assess long-term moisture supply and indicates the 
severity of a wet or dry spell like the PDSI. This index con-
siders the information about precipitation as inflow, out-
flow and storage. Increased irrigation, new reservoirs, and 
added industrial water use are not typically included in 
the computation of this index. The index generally ranges 
from - 6 to +6. The major disadvantage of this index is that 
it does not take the long-term precipitation trend in con-
sideration (Karl and Knight, 1985). 

The ZNDX essentially measures the moisture anoma-
ly. It specifies a deviation from the normal monthly PDSI. 
This index can respond to a month of above-normal pre-
cipitation, even during periods of drought.

The PMDI is derived from the PDSI having the differ-
ence with respect to transition periods between dry and wet 
spells. The PMDI is based on a weighting factor for wet and 
dry indices (Heddingshaus and Sabol, 1991). An index value 
is selected as the PDSI drought index. This selection is re-
alized by the program regarding probabilities (see https://
www7.ncdc. noaa.gov/CDO/CDODivisionalSelect.jsp).

The Surface Water Supply Index (SWSI) is calculated 
by using the components of precipitation, snowpack (in 
winter), stream flow (in summer) and reservoir storage 
inputs. Monthly data are used for the computation of the 
SWSI. McKee et al. (1993) stated that the SPI is another 

well-known and frequently used meteorological drought 
index in application. This index is a transformation of the 
probability of observing a given amount of precipitation 
in given months (see https://www7.ncdc. noaa.gov/CDO/
CDODivisionalSelect.jsp).

The Global Historical Climatology Network (GHCN) 
Daily dataset is the source of station data. GHCN-Daily 
contains several major observing networks in North 
America. The primary network is the National Weather 
Service (NWS) Cooperative Observing (COOP) program. 
These data update every day from a variety of data streams 
with quality checks. Moreover the data are reconstructed 
each weekend from its data source components (see detail 
https://www.ncdc.noaa.gov/data-access/land-based-sta-
tion-data/land-based-datasets/global-historical-climatol-
ogy-network-ghcn). 

Drought indices used in the study are given in the 
Figures 1 (a) to (k). These figures clearly reveal the erratic 
behavior of the drought indices.

2.2. Phase Space Reconstruction

Prediction of drought indices by way of SVR requires 
a special set of input data matrix. In this study, chaos theo-
ry is utilized to construct the input data matrix. The phase 
spaces of drought indices have been reconstructed using 
the most appropriate embedding parameters.

To estimate optimum embedding dimensions, a 
method proposed by Cao (1997) has been applied to all 
series. For this purpose, nonlinearTseries package in R-
Studio has been used (Cao, 1997; Arya and Mount, 1993; 
Arya et al., 1998). Embedding dimension values are deter-
mined from the points which E1(d) and E2(d) stay con-
stant together.

To reconstruct the phase space we need the proper 
time delays, . In the application, this parameter is extract-
ed from both autocorrelation and mutual information 
functions (MIF). In this study, we have chosen the MIF 
to decide the proper time delay because of its flexibility 
in measuring both linear and nonlinear inner-depend-
ences in a given series. To estimate optimum time delay, 
the fractal package in R-Studio has been used (Kantz and 
Schreiber, 1997; Bassingthwaighte et al., 1994; Fraser and 
Swinney, 1986; Casdagli et al., 1991).

The details of phase space reconstruction from a uni-
variate or single variable time series is given in Packard 
et al. (1980). A phase space can be reconstructed by using 
delay coordinate method. Coordinates of the phase space 
are spanned by the variables which are necessary to spec-
ify the time evolution of the system (Koçak et al., 2004). 
With regard to Embedding Theorem (Takens, 1981), a 
phase space can be constructed from a one-dimensional 
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series. Let’s consider a time series xi ∈ ℝ, i=1,2,…,N, then 
the reconstruction procedure for the purpose of predic-
tion is given as

Xi=(xi,xi-τ,…,xi-(d-1)τ) ∈ ℝd, i=1,2,…,N-(m-1)τ (1)

where Xi is an d-dimensional phase space vector, τ is a 
time delay and m is an embedding dimension.

In the d-dimensional space, phase space vectors de-
scribe an object which is topologically equivalent to the at-
tractor of the physical system (Porporato and Ridolfi, 1997).
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2.2.1. False Nearest Neighbor (FNN) Method 

To reconstruct a phase space, embedding dimensions 
and time delays should be determined from a given time 
series. In literature, there are some methods like False 
Nearest Neighbor (Kennel et al., 1992) and Grassberger-
Procaccia (GP) methods (Grassberger and Procaccia, 1983).

In this study, another algorithm proposed by Cao 
(1997) has been implemented to determine the minimum 
embedding dimension. For a time series x1,x2,…,xN, the 
time delay vectors reconstructed,

Xi(d)=(xi,xi+τ,…,xi+(d-1)τ), i=1,2,…,N-(d-1)τ (2)

Similar to FNN algorithm,

 (3)

where || || is some measurement of Euclidean distance and 
the maximum norm of the distance

 (4)

Xi(d+1) is the ith reconstructed vector with embed-
ding dimension d+1, i.e., Xi(d+1)=(xi,xi+τ,…,xi+dτ); n(i,d), 
(1≤n(i,d)≤N-dτ), is an integer such that xn(i,d)(d) is the 
nearest neighbour of xi(d) in the d-dimensional recon-
structed phase space in the sense of distance || ||. 

The threshold value should be determined by the de-
rivative of the underlying signal, therefore, for different 
phase point i, a(i,d) should have different threshold val-
ues. Also, different time series may have different thresh-
old values. For this problem, Cao (1997) defines the mean 
value of all a(i,d)’s

 (5)

To investigate its variation from d to d+1

 (6)

E1(d) stops changing when d is greater than some val-
ue d0 if the time series comes from an attractor. Then, the 
d0+1 is the minimum embedding dimension.

Another quantity which is useful to distinguish deter-
ministic signals from stochastic signals can be developed 
by using E*(d)

 (7)

Finally,  (8)

For time series data from a random set of numbers, 
E1(d), in principle, will never attain a saturation value as 
d increases. In practical computations, it is difficult to re-
solve whether the E1(d) is slowly increasing or has stopped 
changing if d is sufficiently large. Because available ob-
served data samples are limited, it may happen that E1(d) 
stops changing at some d although the time series is ran-
dom. To solve this problem, E2(d) can be considered. For 
random data, because the future values are independent 
of the past values, E2(d) will be equal to 1 for any d in this 
case. However, for deterministic data, E2(d) is certainly 
related to d, as a result, it cannot be a constant for all d; in 
other words, there must exist some d’s such that E2(d)≠1. 

2.2.2. Mutual Information Function (MIF) 

Another important embedding parameter for recon-
structing a phase space is a time delay. Various methods 
such as Mutual Information Function (MIF) (Fraser and 
Swinney, 1986), autocorrelation function, Cross Autocor-
relation (CAC) (Palit et al., 2013), C-C Method (Kim et al., 
1999) based on correlation integral can be used to deter-
mine proper time delay. MIF which is a nonlinear coun-
terpart of autocorrelation function is the most commonly 
used approach in nonlinear time series analysis. The time 
corresponding to the first minimum of the MIF gives the 
optimum value for the time delay.

2.2.3. Support Vector Regression

Vapnik and Lerner (1963) and Vapnik and Chervonen-
kis (1964) have developed SVM algorithm. SVM is a state-
of-the-art method which provides a good generalization 
capability to dynamics of a given process thanks to Struc-
tural Risk Minimization (SRM) approach. SVR, an appli-
cation of SVM to the regression problem, is based on the 
computation of a linear regression function in a multidi-
mensional feature space. 

For a set of k examples [(x1,y1 ),(x2,y2),…,(xk,yk)], each 
generated from an unknown probability distribution 
P(x,y) where xi are the input vectors and yi are the cor-
responding output values (i=1,2,…,k), the best approxi-
mate function of the possible smallest risk can be given as 
(Liong and Sivapragasam, 2002; Yu et al., 2006), 

R(α)=∫(y-f(x,α))2dP(x,y) (9)

where f(x,α) is a class of functions and α is the parameter 
of this function. 
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R(α) cannot be calculated because P(x,y) is unknown. 
For this reason, an induction principle for risk minimi-
zation should be taken into consideration. The approach 
which replaces the probable smallest risk R(α) by the em-
pirical risk Remp(α) is given by

 (10)

This approach is named Empirical Risk Minimization 
(ERM) induction principle. However, ERM does not guar-
antee a small R(α) if the number of training data is limited. 
Therefore, SRM principle based on statistical learning the-
ory has been developed by Vapnik (1999). 

The SRM principle theoretically minimizes R(α) based 
on the simultaneous minimization of both the emprical 
risk and the confidence interval Ω (Yu et al., 2006). The 
bound on R(α) is given by

 (11)

where the parameter h is called the VC-dimension (Vap-
nik, 1995) of a set of functions. It can be seen as the capac-
ity or the complexity of a set of functions.

The learning machine is given a training data set 
{xi,yi}, i=1,…,k, yi∈ℝ,x∈ ℝD. The regression function as-
sumed for this data set is a linear regression on the hyper-
plane

yi=wxi+b (12)

where w is the weight vector, yi is the element of {+1,-1} and 
b is the bias or deviation. In case of real observations, most 
of the processes exhibit nonlinearity. Therefore, linear ap-
proaches may not be practical and effective. When con-
sidering nonlinearity, the input data, x, in the input space 
is mapped to high dimensional feature space using non-
linear function ϕ(x) and the decision function is given by 

f(w,b)=w.ϕ(x)+b (13)

If data are not separated linearly, then slack variables 
are inserted to the optimization problem. Then the regres-
sion problem can be converted into the following convex 
optimization problem (Yu et al., 2006).

 (14)

subject to yi-(w.ϕ(xi)+b)≤ε+ξ+; (w.ϕ(xi)+b)-yi≤ε+ξ-; ξ+,ξ-≥0, 
i=1,2,…,k 

where ξ+ and ξ- are slack variables that indicate the upper 
and lower training errors subject to an error tolerance ε. C 
is the penalty factor which is a balance between the train-
ing error and model complexity. To find Lagrange multi-
pliers  and  which are necessary to solve convex op-
timization problem, the following function is maximized

 (15)

subject to ; , i=1,2,…,k; 
, i=1,2,…,k

In Eq. (15), ϕ(xi).ϕ(xj) is a kernel function, K(xi,xj). 
There are various kernel functions such as linear, poly-
nomial, radial basis and sigmoid. The application of SVR 
requires the selection of an appropriate kernel function. 
Radial Basis Function (RBF) is the most commonly used 
kernel function because of its flexibility in applications 
(see Baydaroğlu and Koçak, 2014; Baydaroğlu et al., 2017; 
Yu and Liong, 2007; Belayneh et al., 2014; Ortiz-Garcia et 
al., 2010). Besides, it has a strong learning ability and is 
able to reduce computational complexity of the training 
process and improve the generalization performance of 
SVR (Li and Xu, 2005). In the study, RBF has been chosen 
as the kernel function

 (16)

where g is the width of radial basis function. The final de-
cision function of nonlinear SVR can be given by

 (17)

where xk is a new entry for the estimation.

2.3. Prediction 

In general, prediction from a time series can be per-
formed by using three different approaches. These are one-
step prediction, direct multi-step prediction and indirect 
multi-step prediction (Wang et al, 2010). Let η shows the 
prediction horizon or predefined time interval used for 
how far ahead the model predicts the future. Then the 
abovementioned prediction methods can be expressed as 
given below.

a. One-step prediction (η=1)
X(t+1) = F(X(t)) (18)
b. Direct multi-step prediction (η > 1)
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The prediction value of t + η can be estimated accord-
ing to the historical measurement data, and the prediction 
equation is

X(t + η) = F[X(t)] (19)
c. Indirect multi-step prediction (η > 1) 

Using iteration method to process one-step prediction 
model, and the prediction equation is

X(t + η) = F(F{· · · F[X(t)]}) (20)

In application, one-step prediction is the most fre-
quently used method due to its simplicity and its high ac-
curacy. Thus, throughout this study, one-step prediction 
was preferred to other prediction approaches and run for 
36 months (three years). This time period is enough to 
evaluate the accuracy of the prediction method. 

2.4. Performance Criteria

In this study, Mean Absolute Error (MAE) (Willmott 
and Matsuura, 2005), Relative Error (RE) (Golub and 
Charles, 1996) and coefficient of determination (R2) (Steel 
and Torrie, 1960) are calculated to estimate the prediction 
performance. 

Let N, xi, yi, x, y denote the total number of observa-
tions, observed values, forecasts, the arithmetic means of 
the observed and forecasted values, respectively. 

 (21)

 (22)

 (23)

3. RESULTS 

The recent studies on climate change indicate that 
drought will be one of the most important challenges in 
the future. To facilitate the drought related analysis, some 
drought indices have been developed to judge numerically 
whether current conditions fall within the drought limits 
or not. Thus, predictions of drought indices will enable us 
to take some necessary precautions to mitigate the pos-
sible effects of drought related damages.

All drought indices have been predicted for a 
36-month prediction period by way of one-step ahead 
prediction. Prediction of drought indices is a very com-

plicated task since this kind of data show quite high vari-
ability. Therefore, SVR that is a state-of-the-art method 
when comparing other counterparts is chosen to predict 
drought indices. 

To prepare an input matrix for SVR, optimum embed-
ding parameters have been estimated as seen in Tab. (1).

After the proper determination of embedding param-
eters phase spaces for the drought indices can be recon-
structed. Then by using these phases, the input data ma-
trix can be formed properly. In this case, any input data 
matrix consists of two parts. One is a training data set and 
the other is a test data set. In addition, the input data set 
also includes the target data column. This column indi-
cates the next or future values of the predicted variable.

From embedding parameters given in Tab. 1, phase 
spaces are reconstructed. 

Tab. 2 shows the SVR parameters used in the predic-
tions of drought indices. As mentioned before, the param-
eter C given in the second column of the table controls the 
trade-off between the slack variable penalty and the size of 
the margin. SVR uses a more sophisticated penalty func-
tion than the SVM, not allocating a penalty if the predicted 
value is less than a distance ε away from the actual value. 

Tab. 1. Optimum time delays and embedding dimensions for 
drought indices.

Drought 
Indices

Time 
Delays

Embedding 
Dimensions

Drought 
Indices

Time 
Delays

Embedding 
Dimensions

PDSI 17 9 SP02 2 10
PHDI 17 9 SP03 2 9
ZNDX 17 9 SP06 6 10
PMDI 2 10 SP12 14 8
SP01 2 10 SP24 20 8

Tab. 2. SVR parameters used in the predictions of the drought indi-
ces.

SVR Parameters C ε g

PDSI 0.3536 0.0044 0.0060
PHDI 8.0000 0.0229 0.7711
ZNDX 197.4029 0.0001 0.5452
PMDI 1.8340 0.0499 1.6818
SP01 256.0000 0.0004 0.0482
SP02 98.7015 0.0031 0.4585
SP03 256.0000 0.1294 0.1621
SP06 1.4142 0.1187 1.0000
SP09 279.1699 0.1996 0.0078
SP12 256.0000 0.1088 0.0060
SP24 58.6883 0.0593 0.3855
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Fig. 2. Prediction results of (a) PDSI (b) PHDI (c) ZNDX (d) PMDI (e) SPI01 (f) SPI02 (g) SPI03 (h) SPI06 (i) SPI09 (j) SPI12 (k) SPI24 (l) 
Prediction performance of the drought indices.
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The last parameter, g, is the width of the Gaussian kernel 
function. These parameters are calculated for their valid 
ranges which are determined by using a Fortran code and 
optimum values of parameters given in Tab. 2 are used for 
the implementation of SVR.

The application of SVR requires the selection of an 
appropriate kernel function. In the study, RBF has been 
chosen as the kernel function. RBF is the most commonly 
used kernel function because of its flexibility in applica-
tions (see Baydaroğlu and Koçak, 2014; Baydaroğlu et al., 
2017; Yu and Liong, 2007; Belayneh et al., 2014; Ortiz-Gar-
cia et al., 2010). Besides, it has a strong learning ability and 
is able to reduce computational complexity of the training 
process and improve the generalization performance of 
SVR (Li and Xu, 2005). 

Predictions of the last 36-month period of the drought 
indices are given in Fig. 2(a) to (k). In this fig., normalized 
prediction and indices values have been used. Besides, sta-
tistics of the performance criteria of the predictions can be 
seen in Fig. 2(l). 

As stated before, drought is the most devastating 
natural phenomenon that causes serious loss of life and 
property. Therefore, prediction of drought occurrence is 
extremely important for decision makers. In the current 
literature, there are various drought indices and each one 
is developed for different purposes. Instead of focusing on 
a specific drought index, most of the well-known drought 
indices are considered in the prediction process 

The importance of drought indices’ prediction origi-
nates from the cruciality of drought prediction. Calcula-
tion of drought indices consists of many meteorological 
and hydrologic parameters. Therefore, prediction of these 
indices has a complex and difficult challenge. Since accu-
rate drought prediction enables people to take necessary 
precautions for agricultural sustainability, disaster man-
agement and plan water management, agricultural activi-
ties, a hybrid prediction method based on SVR powered 
by Chaos Theory has been used in this study. It is a well-
known fact that there is an inverse relationship between 
variability and prediction accuracy. Although drought in-
dices have high variability, high generalization capability 
of SVR leads to predictions with high accuracy. 

Fig. 2 (l) shows prediction performance criteria, MAE, 
RE, R2. High MAE and RE values and low R2 values indi-
cate medium and low prediction accuracy and vice versa. 

If RE=0, prediction is perfect while RE=1 means that 
only the average value is predicted. From Fig. 2 (l), it is 
seen that ZNDX and SP01 have the highest relative errors. 
Namely, these indices have been predicted on their average 
levels. Similarly, it can be easily seen that ZNDX and SPI01 
are indices which are difficult to predict as seen similarly 
on MAEs and R2 values of ZNDX and SPI01.

Willmott and Matsuura (2005) indicate that MAE is 
a good natural measure of average error. Fig. 2 (l) shows 
that maximum MAE values of all indices belong to ZNDX 
and SPI01. Moreover, ZNDX and SPI01 have the smallest 
R2 values. 

As a result, PDSI, PHDI, PMDI, SP09, SP12 and SP24 
can be predicted with high accuracy when considering all 
performance criteria. These indicators show that all Palm-
er drought indices can be predicted accurately using SVR. 

In summary, the results show that the proposed hy-
brid method can accurately predict drought indices but 
ZNDX and SPI01. The low predictability of these indices is 
quite understandable. Because ZNDX is limited to just one 
month, it is a short-term drought measure without mem-
ory from previous months (see https://www.cisa.sc.edu/
atlas/glossary.html). Similarly, it may be difficult to obtain 
the required number of data for high prediction accuracy 
of SPI01 since it shows the anomalies of the observed total 
precipitation for a month. Obviously, prediction errors de-
crease as the numbers of the month increase for SPIs. Pre-
dictions for Palmer Indices and long-term SPIs are very 
promising. 

4. CONCLUSION

One of the most important features that distinguish 
the drought phenomenon from other natural disasters is 
of its slowly developing feature over time. The second im-
portant feature of drought events is that once it has started, 
its devastating effects continue for a relatively long period 
of time. Drought has the ability to deeply affect all sectors 
and leaves permanent marks on the life of society. For this 
reason, it is a natural disaster that deserves further study. 
There are many drought indices which are widely used in 
the monitoring of drought events. Therefore, in order to 
minimize the negative effects of drought events, it is of vi-
tal importance to realize accurate predictions of drought 
indices.

SVMs were developed on the basis of statistical learn-
ing. It had outstanding advantages in theory and it real-
ized the nonlinear mapping of the high-dimensional space 
by kernel function, and it was used to solve nonlinear clas-
sification and regression estimation problems (Li et al., 
2019). On the other hand, Chaos Theory has made a great 
success in many fields of pure and applied sciences, espe-
cially in atmospheric sciences, climatology, economy, fluid 
mechanics, hydrology, medical sciences, etc. In this study, 
the two state of the art techniques were applied to the pre-
diction of drought indices. 

SVR is a product of SVM developed to be applied 
to the regression problems. In SVR, the most important 



74 Özlem Baydaroğlu Yeşilköy, Kasım Koçak, Levent Şaylan

step of the application is to form the input matrix. In the 
current literature, there is no standard procedure in the 
construction of input matrix. CA enables the scientists 
to use a standard method to construct the input matrices 
which plays an important role in the success of the SVR 
method.

In the application stage, the above mentioned meth-
ods were applied to five frequently used drought indices 
for prediction purposes. Except for ZNDX and SPI01, 
which fluctuate almost randomly, the results are very en-
couraging. The results show clearly that the proposed hy-
brid method produces very accurate one-step predictions 
of drought indices. The proposed method has the ability 
to produce the prediction higher than one-step. Undoubt-
edly, such predictions will provide significant flexibility 
to the decision makers in terms of taking the necessary 
measures on time.
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Abstract. Quinoa is recognized as a water-stress tolerant crop. Nevertheless, few find-
ings are presently available on fully-irrigated quinoa growth and productivity grown 
in arid Mediterranean area. Field experiments conducted in Syria for two grow-
ing seasons (2017/18 and 2018/19) determined the response of quinoa crop (ICBA-
Q5 cultivar) to five different transplanting dates (TD) (December, January, February, 
March, and April) and four nitrogen fertilizer levels (0, 90, 180 and 270 kg N ha-1). 
Main findings showed that quinoa had a good adaptation (up to 5.30 and 15.9 t ha-1 of 
seed and dry matter yields, respectively) to very low N-inputs, with a high capacity to 
evapotranspirate (ETc), resulting in high crop coefficient (kc). ETc and kc varied in the 
range of 590-1136 mm and 0.37-2.05 among the TDs, respectively. Moreover, quinoa 
growth and productivity were highly affected by TDs, and varied from year to year, 
influenced mainly by temperature. Emphasis in future experiments should probably 
be given to TD in December, which exhibited a high degree of consistency over years 
with high crop performance, and to TDs in January and February, which performed 
extremely well in the first year.

Keywords. Agro-meteorology, water productivity, irrigation water use efficiency, qui-
noa seed yield potentials, arid Mediterranean area.

1. INTRODUCTION

Quinoa (Chenopodium quinoa Willd.) is a well-known highly nutritional 
crop due to the high-quality proteins contained in its seeds (Repo-Carrasco et 
al., 2003). The whole plant of quinoa can also be used as livestock feed (Blanco 
Callisaya, 2015). Moreover, quinoa is recognized as a resilient crop to abiotic 
stresses, such as salinity (Hinojosa et al., 2018), drought (Fuentes and Bhargava, 
2011), heat (Alvar-Beltrán et al., 2020) and frost (Jacobsen et al., 2003), and there 
is a wider global interest in its cultivation (Choukr-Allah et al., 2016). Thanks to 
its exceptional features, the Food and Agriculture Organization of the United 
Nations (FAO) considered quinoa as one of the most important crops, playing a 
crucial role on ensuring food security (FAO and CIRAD, 2015). 

Quinoa crop performed well under deficit irrigation without detriments to 
yield (Geerts et al., 2008a, b; Razzaghi et al., 2011, 2012; Pulvento et al., 2012; 
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Alvar-Beltrán et al., 2019). However, very little information 
is available on growth and seed and biomass productivity 
potentials of quinoa crop grown under full irrigation in 
hot and dry environment (Al-Naggar et al., 2017; Ahmadi 
et al., 2019). Under such climate conditions, Ahmadi et al. 
(2019) indicated that quinoa showed very high crop evapo-
transpiration (1448-1687 mm) and transpiration (777-1228 
mm) rates for different plant density rates. They reported 
that quinoa has a specific physiological system (relatively 
high stomata conductance and sizes) transpiring continu-
ally and allowing better leaf cooling under hot climate 
conditions, resulting in high water consumption. However, 
Alvar-Beltrán et al. (2019) showed crop evapotranspiration 
rates of 400-500 mm under full irrigation in Burkina Faso 
for short-cycle quinoa cultivas (about 3 months). This in-
dicates that quinoa crop water needs may vary under full 
irrigation according to the agro-climatic context. 

Moreover, many findings indicated that quinoa seed 
yields increased with increasing nitrogen applications. 
Different N-fertilizer needs of quinoa crop were reported: 
120 kg N ha-1 (Schulte auf ’m Erley et al., 2005), 240 kg N 
ha-1 (Hirich, 2014), 350 kg N ha-1 (Ahmadi et al., 2019), 360 
kg N ha-1 (Shams, 2017; Shoman, 2018), 570 kg N ha-1 (Rao 
and Shahid, 2012), and 200 mg N per kg of soil (equiva-
lent to 780 kg N ha-1 for 30-cm soil profile with a supposed 
density of 1.35 g cm-3) (Lavini et al., 2014). The obtained N-
requirements were very high and pose the question on the 
eco-environmental impacts of quinoa crop fertilization. 
On the other hand, there is another contradictory trend 
indicating that N-fertilizer had no critical role on quinoa 
crop growth or seed production. For instance, Alvar-Bel-
trán et al. (2019) found a high performance of quinoa un-
der very low nitrogen applications (25 kg N ha-1). Moreale 
(1993) also showed that the N-uptake of quinoa crop was 
of 25 kg N per ton of seed production. Hence, selecting the 
optimal nitrogen application rate for quinoa is a continu-
ous need in ever changing agro-pedo-climatic conditions.

In the context of semi-arid and arid Mediterranean 
region, where water scarcity is a constraint to agricultural 
production, scientists considered quinoa as an alternative 
crop to sustain seed crop production (Rao and Shahid, 
2012; Benlhabib et al., 2015; Dost, 2015; Choukr-Allah et 
al., 2016). Several studies were carried out in the north-
ern Mediterranean countries (e.g. in Italy (Pulvento et al., 
2015), in Turkey (Yazar et al., 2015) and in Greece (Noulas 
et al., 2015)), as well in most of the MENA (Middle East and 
North Africa) countries (Choukr-Allah et al., 2016). How-
ever, to the best of our knowledge, very limited attempts re-
lated to quinoa cultivation in Syria were conducted (Lavini 
et al., 2014; Jbawi et al., 2018). Almost no research findings 
based on multi-year field experiments are presently avail-
able on quinoa cultivation, adaptation and productivity 

in Syria, and therefore, important scientific outcomes are 
much needed. Therefore, the objectives of this two-year field 
experiment were (i) to determine crop water and N-fertiliz-
er requirements and crop coefficient for quinoa crop, (ii) to 
determine the suitable transplanting date for quinoa crop 
under arid Mediterranean climate in Syria and (iii) to deter-
mine potential seed and dry matter yields, water productiv-
ity and irrigation water-use efficiency under full irrigation.

2. MATERIALS AND METHODS

2.1. Study site, soil and agricultural practices 

Field experiments were conducted during two con-
secutive growing seasons 2017/18 and 2018/19 at the Ag-
ricultural Experiment Station, Deir Al-Hajar, Damascus 
Countryside in Syria (33°20’N, 36°26’E, 600 m a.s.l.). The 
arid Mediterranean climate type dominates the study area 
with a yearly potential evapotranspiration (ET0) exceeds 
2000 mm, and with a yearly precipitation of about 120 
mm. The main climate data which were collected during 
both tested growing seasons (maximum and minimum 
air temperatures and precipitation) and those estimated 
based on the procedures of Allen et al. (1998) are displayed 
in Tables (1 and 2) and Figures (1 and 2). 

The soil was classified as a clay loam texture, contain-
ing 29.5% clay, 42.7% silt, 27.8% sand, with a bulk density 
of 1.35 g cm-3. Some chemical and physical soil properties 
were: pH 8.0; ECe 0.19 ds m-1; organic matter <1%; avail-
able P 5.7 ppm; NO3

- 10.9 ppm; NH4
+ 19.8 ppm. Volumetric 

soil water contents at field capacity and permanent wilt-
ing point were 0.36 and 0.18 m3 m-3, respectively. Irrigation 
water properties were of pH 8.4; ECe 0.46 ds m-1; NO3

- 1.05 
ppm; NH4

+ 1.99 ppm.
The quinoa seeds of Q5 cultivar (with long cycle of 

around 150 days) used in this study were obtained from 
ICBA (the International Centre for Biosaline Agriculture). 
Due to the difficulties encountered in seed germination in 
the field, quinoa seedlings, which were produced indoor at 
room temperature (20-25 °C), were used instead of direct 
sowing. Seedlings were transplanted 15-20 days after sow-
ing, with seedling density of 8 plants m-2. Five different 
transplanting dates separated with one month were tested 
in each year: TD-Dec (mid-December), TD-Jan (mid-Jan-
uary), TD-Feb (mid-February), TD-Mar (mid-March) and 
TD-Apr (mid-April). At each planting date, four N-ferti-
lizer levels were evaluated:  0 (N0), 90 (N90), 180 (N180) 
and 270 (N270) kg N ha-1. N-fertilizer as urea (N: 46%) was 
broadcasted in 2, 4, and 6 equally split applications, for 
N90, N180 and N270, respectively, with two-week inter-
vals. The 1st application of urea was at transplanting. Ex-
periments were arranged in a split-plot design involving 
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five transplanting dates as main-plots and four N-fertilizer 
levels as sub-plots, with three replicates. 

The field was conventionally prepared before trans-
planting. In each transplanting date, 12 plots (4 N-levels 
with 3 replicates) were prepared with 3×4 m2 per plot, 
each surrounded by dikes from all sides. Enough spacing 
(about 1.5 m) was maintained between plots to minimize 
water and N-fertilizer intervention. Weeds were removed 
by hand three times within 10–50 days after transplanting 
during the growing season.

2.2. Irrigation management and crop evapotranspiration 

During the growing season full irrigation was applied 
to all quinoa plots. Irrigation water was delivered through a 

polyethylene pipe of 25 mm diameter to each plot, in order 
to enhance irrigation practices; and volumes of applied wa-
ter were measured by flow meters. Irrigation was scheduled 
once a week based on the soil water content measurements 
just before each irrigation event. Monitoring the soil water 
content was done using in-situ calibrated neutron probe, 
which ensured that the soil moisture depleted in the previ-
ous week was precisely replenished. For irrigation schedul-
ing purposes, the depths of active roots were 0.30 m from 
the beginning until peak flowering, and then 0.60 m until 
termination. The amount of irrigation water applied per ir-
rigation event (I, mm) was estimated as follows:

I = 1000 × (θfc–θob) × Zr (1)

where θfc is the volumetric soil water content at field capac-

Tab. 1. The main climate data for the experimental station during both growing seasons 2017/18 and 2018/19.

Parameter Growing 
season Dec. Jan. Feb. Mar. Apr. May Jun. Jul. Aug.

Mean temperature  
(0C)

2017/18 11.2 8.7 12.3 16.1 18.6 23.5 26.4 28.3 28.7
2018/19 10.2 7.9 10.0 11.9 15.1 24.6 27.8 28.3 29.0

Maximum temperature  
(0C)

2017/18 18.9 14.2 18.8 24.3 27.2 31.5 34.6 36.9 37.1
2018/19 14.8 13.2 15.1 18.3 22.2 34.2 36.6 37.3 38.0

Minimum temperature  
(0C)

2017/18 3.6 3.3 5.7 7.9 10.0 15.6 18.2 19.8 20.2
2018/19 5.6 2.6 4.8 5.5 8.1 15.0 19.0 19.4 20.1

Precipitation  
(mm)

2017/18 0.0 34.0 30.3 1.0 14.0 9.9 6.4 0.0 0.0
2018/19 35.8 48.0 32.5 17.4 11.6 0.0 0.0 0.0 0.0

Reference evapotranspiration, ET0 
(mm day-1)

2017/18 3.31 2.56 3.56 5.18 6.33 7.35 8.15 8.66 8.26
2018/19 2.40 2.44 2.87 3.92 5.11 8.43 8.79 8.86 8.59

Tab. 2. Agro-climate parameters during the growing period of each transplanting date for both seasons 2017/18 and 2018/19.

Treat.
Trans-

planting 
date

Harvesting 
date

Flowering 
date

Growing 
period
(days)

I
(mm)

P
(mm)

ΔS
(mm)

ETc
(mm)

kc
(-)

Tmean
(0C)

VPD
(kPa)

Rn
(mm)

ET0
(mm)

α
(-)

TD-Dec 10/12/2017 22/04/2018 14/02/2018 133 540 66.7 32.6 639.3 1.16 1757.8 127.6 361.2 549.5 1.77
TD-Jan 14/01/2018 04/06/2018 25/03/2018 141 800 84.0 -18.3 865.7 1.15 2350.9 173.0 565.9 755.9 1.53
TD-Feb 15/02/2018 24/06/2018 20/04/2018 129 956 54.2 -37.5 972.7 1.18 2553.0 191.7 634.1 827.6 1.53
TD-Mar 18/03/2018 15/07/2018 16/05/2018 119 1083 31.3 -11.4 1102.4 1.22 2712.5 214.1 679.6 903.4 1.62
TD-Apr 15/04/2018 06/08/2018 10/06/2018 113 1010 28.9 15.0 1053.9 1.13 2850.8 226.4 689.8 936.7 1.53
TD-Dec 16/12/2018 01/06/2019 09/03/2019 167 450 138.9 -0.7 588.2 0.80 2256.3 165.9 574.8 739.7 1.02
TD-Jan 16/01/2019 01/07/2019 09/04/2019 166 804 80.5 -2.4 882.1 0.93 2825.3 222.0 733.7 948.8 1.20
TD-Feb 11/02/2019 09/07/2019 26/04/2019 148 930 41.2 61.2 1032.4 1.08 2820.0 226.1 741.6 957.5 1.39
TD-Mar 17/03/2019 21/07/2019 19/05/2019 126 1010 26.4 100.2 1136.6 1.19 2808.5 231.4 724.0 958.8 1.57
TD-Apr 14/04/2019 22/08/2019 18/06/2019 130 1005 9.4 36.6 1051.0 0.93 3339.4 285.5 806.4 1131.8 1.30

I=total irrigation water amount; P=total precipitation; ΔS= the change in soil water storage; ETc=seasonal crop evapotranspiration; kc=the 
average of crop coefficient computed as kc=ETc/ET0; Tmean=cumulative mean temperature; VPD=cumulative vapour pressure deficit; 
Rn=cumulative net radiation (converted from MJ m-2 into mm); ET0=cumulative reference evapotranspiration; α=the advection correction 
factor computed as α=ETc/Rn.
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ity (=0.36 m3 m-3), θob is the volumetric soil water content 
observed just before irrigation event (m3 m-3), Zr is the soil 
depth (active root depth) to be considered (m). To convert 
this amount into m3 per plot, it was multiplied by the plot 
area (m2) and then divided by 1000. 

Quinoa crop evapotranspiration (ETc) was estimated 
using the water balance equation:

ETc = I + P – Dp – Ro ± ΔS (2)

where I is the amount of irrigation water applied (mm), P 
is the precipitation (mm), Dp is the deep percolation (mm), 

and Ro is the amount of runoff (mm), ΔS is the change in 
soil water storage in the specified soil profile (mm), as 
measured by the neutron probe. Since the amount of ir-
rigation was controlled, runoff was assumed to be zero. 
Observing soil water content showed that the deep perco-
lation below 0.60 m in depth was negligible. The daily crop 
evapotranspiration (mm day-1) was estimated by dividing 
the ETc calculated using Eq. (2) by the days between two 
successive irrigations (7 days). The seasonal ETc was the 
summation of the daily ETc, which represented the total 
crop water requirements for each planting set. The daily 
reference evapotranspiration (ET0) was calculated by FAO 
Penman-Monteith equation (Allen et al., 1998). Crop coef-
ficient (kc) for quinoa was calculated by dividing ETc by 
ET0 as:

 (3)

2.3. Seed yield, dry matter and crop water productivities  

Quinoa plants were harvested when seeds were rip-
ened and dry. Representative 1-m2 area (8 plants) was 
selected from each experimental unit (a total of 60 units 
= 5 TDs × 4 N-levels × 3 replicates). The heads of select-
ed plants were cut off and the seeds were separated and 
weighted to estimate quinoa seed yield (QSY). The empty 
heads (after seed separation) and the aboveground vegeta-
tive parts of selected plants were gathered, and then oven 
dried at 70°C until constant weight for dry matter yield 
(DMY) determination. Weights of grains and vegetative 
parts of selected plants were converted into ton per hectare 
(t ha-1). The harvest index (HI) was calculated by dividing 
the seed yield (QSY) by the total plant biomass (the sum of 
QSY and DMY). The weights of thousand seeds (manually 
counted) were also recorded (W1000). Both crop water 
productivity (WP, kg per m-3) and irrigation water use ef-
ficiency (IWUE, kg per m-3) were determined using equa-
tions (4) and (5), respectively.

 (4)

 (5)

2.4. Statistical analysis

All measured variables (QSY, DMY, HI, W1000, WP 
and IWUE) were subjected to a two-way analysis of vari-
ance using the DSAASTAT add-in version 2011 (Onofri, 
2007). A combined analysis of data over both years was 
performed to identify transplanting date and N-level 
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Fig. 1. Variations of (A) mean and max air temperatures, (B) vapor 
pressure deficit and (C) net radiation and photoperiod during both 
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managements whose average effect over years is stable and 
high (Gomez and Gomez, 1984). As both tested factors 
are quantitative, trend comparison (regression analysis) 
was conducted to test the functional relationship between 
measured variable and tested factors. The coefficient of 
determination of regression function and its significance 
were presented. 

3. RESULTS 

3.1. Climate data, crop evapotranspiration and crop coef-
ficient

Mean and max air temperature (Tmean and Tmax), 
vapour pressure deficit (VPD), reference evapotranspi-
ration (ET0) variations over both growing seasons are 
shown in Figures 1A, 1B and 2A, respectively. In general, 
these parameters decreased from December to mid-Janu-
ary, to gradually increase up to the end of June before they 
reached a plateau for the rest of growing season. Compar-
ing of both growing seasons reveals two distinguished 
parts: from December to April, and from May to the end 
of August. In the 1st part, the four parameters Tmean, 
Tmax, VPD and ET0 in the 2017/18 season were 20, 23, 
25 and 37% higher than those in the 2018/19, respective-
ly. While in the 2nd part they were about 3, 4, 7 and 11% 
lower. Starting from the flowering stage till the maturity, 
the critical 35 °C threshold was exceeded0, 7, 14, 31 and 39 
times for TD-Dec, TD-Jan, TD-Feb, TD-Mar and TD-Apr 
in the 2017/18 season, but 15, 33, 41, 45 and 56 times in the 
2018/19 season, respectively. 

Figure 1C shows variations of both net radiation (Rn, 
converted from MJ m-2 to mm) and photoperiod parameters 
over both growing seasons. Due to the latitude of the exper-
imental site, the photoperiodicity and Rn varied strongly 
during growing cycle. The values of Rn from December to 

April in the 2017/18 season were higher than those in the 
2018/19 season; after that, they were somewhat lesser.

Rainfall distribution patterns during both studied 
years are illustrated in Figure 2B. The 2018/19  recorded 
145.3 mm (21% more than the annual precipitation), al-
most uniformly distributed from December to mid-April. 
However, the cumulative precipitation in the 2017/18 was 
95.6 mm (20% less than the annual record), with no rain 
in December or from the end of February to the last third 
of April. However, cumulative precipitation (P) recorded 
within each transplanting date were presented in Table 2. 

The total values of Tmean, VPD, ET0 and Rn which 
quinoa plants were exposed to during the growing cycle 
of each transplanting date, were also presented in Table 2. 
Minimum values were observed for quinoa transplanted 
in TD-Dec, and then they increased as the transplanting 
date delayed. During the 2018/19 season the total values 
of the accumulated climatic parameters were much higher 
than those accumulated during the 2017/18 season, due to 
the prolongation in growing periods for all TDs as men-
tioned below. For instance, cumulative ET0 for TD-Dec, 
TD-Jan, TD-Feb, TD-Mar and TD-Apr in the 2018/19 sea-
son were 35, 26, 16, 6 and 21% higher than those in the 
2017/18 season.

The differences in climatic parameters within a grow-
ing season influenced the lengths of growing periods, so 
that they decreased after January (Table 2). The growing 
period lengths were also affected by the differences be-
tween both growing seasons, so that they prolonged for 
all TDs in the 2018/19 season compared with those in the 
2017/18 season. This prolongation was obvious for the earli-
er transplanting dates in December, January and February. 

The soil water balance components (I, P and ΔS) and 
seasonal ETc for each transplanting date are shown in Ta-
ble 2. Minimum ETc was observed for quinoa transplanted 
in TD-Dec (639 and 588 mm in the 2017/18 and the 2018/19 
seasons, respectively), and then increased as the transplant-
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ing date delayed (Table 2). These results reveal the effects of 
transplanting date on crop water requirements. 

Crop coefficient (kc) of quinoa was nearly weekly cal-
culated using Eq. (3) (data not shown). Its minimum val-
ues varied between 0.53 and 0.62 in the 2017/18 growing 
season and between 0.37 and 0.56 in the 2018/19 season. 
Whereas its maximum values varied between 1.83 and 
2.05 in the 2017/18 growing season, and between 1.23 and 
1.93 in the 2018/19 season. However, the kc values pre-
sented in Table 2, were determined for the whole growing 
period for each TD using the seasonal ETc and the cumu-
lative ET0 as inputs for Eq. (3). The time-averaged kc values 
varied among TDs and from year to year. It was higher in 
the 2017/18 season compared with the 2018/19 season, for 
all TDs. 

3.2. Nitrogen fertilizer impact

Except for DMY, the combined analysis over years in-
dicated that the main effect of N-fertilizer level and the 
interaction effects involving N-level were not statistically 
significant (Table 3). However, only the main effect of N-
fertilizer on DMY was significant at the 5% level, but with 
a very high p-value (p=0.04). Trend analysis demonstrated 
that the relationship between DMY and N-fertilizer level 
was cubic (equation not presented) with significant values 
of R-square at the 5% level. DMY peaked at N90 (7.92 t 
ha-1) and bottomed out at N270 (6.49 t ha-1). However, al-
though the trend analysis indicated that the maximal DM 

yield could be mathematically obtained at 90 kg N ha-1, the 
increase in DMY between 0 and 90 kg N ha-1, following 
the regression equation, is very small (less than 7%).  Al-
though no statistical significant differences were found to 
the increasing N-fertilizer level, adding 90 kg N ha-1 (N90) 
showed superiority over the other tested levels for W1000 
(2.16 g), WP (0.20 kg m-3) and IWUE (0.22 kg m-3). While 
QSY and HI reached their maximum averaged values un-
der N180 (1.71 t ha-1 and 20.6%, respectively). The aver-
aged values of QSY over both growing seasons were 1.37, 
1.62, 1.71 and 1.57 t ha-1 under N0, N90, N180, and N270, 
respectively; while the averaged values of DMY over both 
growing seasons were 6.99, 7.92, 7.03 and 6.49 t ha-1 under 
N0, N90, N180, and N270, respectively.

3.3. Transplanting date impact

As mentioned above, irrigation water amounts and 
seasonal crop evapotranspiration (ETc) for the studied 
TDs are shown in Table 2 for both growing seasons. The 
seasonal ETc differed slightly from the applied irrigation 
water amounts, due to the different precipitations. How-
ever, irrigation water amount followed the same tendency 
as the seasonal ETc, where it increased considerably as the 
transplanting date delayed. Compared with the irrigation 
amount applied to plants transplanted in December (TD-
Dec), irrigation water amount increased by 260, 416, 543 
and 470 mm in the 2017/18 season, and by 354, 480, 560 
and 555 mm in the 2018/19 season, for TD-Jan, TD-Feb, 
TD-Mar and TD-Apr, respectively. This indicates the role 
of transplanting date on irrigation water requirements of 
quinoa crop.

Figure 3 shows the evolutions over time of both wa-
ter productivity (WP) and irrigation water use efficiency 
(IWUE) for both growing seasons. In the 2017/18, both 
parameters reached high points for TD-Jan, and bottomed 
out for TD-Mar and TD-Apr. However, in the 2nd season 
TD-Dec rivalled both TD-Jan and TD-Feb with very high 
values of both WP and IWUE, and they both decreased as 
TD delayed. Trend analysis indicated that the relationships 
between WP and IWUE and transplanting date for each 
growing season were cubic in the 2017/18 growing season 
and quadratic in the 2018/19 season (equations not pre-
sented) with significant values of R-square at the 1% level.

The combined analysis over years indicated that the 
main effects of TD were not significant. However, only the 
year × transplanting date interaction effect was detected 
to be highly significant with p<0.01 (Table 3). Therefore, 
the response of quinoa crop to transplanting date varied 
from year to year.

The QSY data of different transplanting dates was 
compared under both growing seasons (Fig. 4A). In the 

Tab. 3. Analysis of variance of the combined data of quinoa crop 
responses as affected by transplanting date, N-fertilizer level and 
year (significance of F-test).

Source of variance df QSY DMY HI W1000 WP IWUE

Year (Y) 1 b b b b b b

Rep. within Y 4
Transplanting date (TD) 4 ns ns ns ns ns ns
N-fertilizer level (N) 3 ns * ns ns ns ns
Y × TD 4 ** ** ** ** ** **
Y × N 3 ns ns ns ns ns ns
TD × N 12 ns ns ns ns ns ns
Y × TD × N 12 ns ns ns ns ns ns
Pooled error 60
Total 119

b = Reps. within year d.f. is not adequate for valid test of signifi-
cance.
* = significant at 5% level; ** = significant at 1% level; ns = non-sig-
nificant at 5% level, 
df = degree of freedom; QSY= quinoa seed yield; DMY = dry mater 
yield; HI = harvest index; W1000 = weight of 1000 seeds; WP = 
water productivity and IWUE = irrigation water use efficiency.
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2017/18 growing season, QSY peaked in TD-Jan and bot-
tomed out in TD-Mar and TD-Apr. While in the 2018/19 
growing season, QSY decreased as transplanting date de-
layed. However, quinoa plants transplanted in December, 
March and April showed somewhat similar seed produc-
tions when both growing seasons were compared, while 

plants transplanted in January and February produced 
seeds much higher in the 2017/18 growing season than 
their homologues in the 2018/19 season. This difference 
in QSY evolutions could explain the nature of the year × 
transplanting date interaction. Trend analysis indicated 
that the relationships between QSY and transplanting date 
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were cubic in the 2017/18 growing season and linear in the 
2018/19 season (equations not presented) with significant 
values of R-square at the 1% level (Fig. 4A).  

The variations over both growing seasons in dry mat-
ter yield could also explain the nature of the interaction 
effects of year × transplanting date on DMY (Fig. 4B). 
Dry matter yield varied between 2.10 and 6.14 t ha-1 in the 
2017/18 growing season, and between 4.21 and 15.88 t ha-1 
in the 2018/19 growing season. DMY reached a peak with 
plants for TD-Mar in the 1st season, while it peaked with 
plants transplanted for TD-Feb in the 2nd season. Moreo-
ver, DMYs of the 2018/19 growing season were found to be 
much higher than those of the 2017/18 season for all TDs. 
Trend analysis indicated that the relationships between 
DMY and transplanting date were quartic in the 2017/18 
growing season and cubic in the 2018/19 season (equations 
not presented) with significant values of R-square at the 
1% level (Fig. 4B).  

The values of harvest index (HI) varied between 6.5 
and 59.9% and between 5.5 and 17.7% in the 2017/18 and 
2018/19 growing seasons, respectively (Fig. 4C). In the 1st 
growing season, HI peaked for TD-Jan and bottomed out 
for TD-Mar and TD-Apr. While it dropped as transplant-
ing date delayed in the 2nd growing season. However, its 
values were much higher in the 1st growing season than 
their homologues in the 2nd season for all TDs. Its differ-
ent evolutions over time among TDs and from year to year 
could explain the nature of the year × transplanting date 
interaction effects on HI. Trend analysis indicated that 
the relationships between HI and transplanting date were 
cubic in the 2017/18 growing season and quadratic in the 
2018/19 season (equations not presented) with significant 
values of R-square at the 1% level (Fig. 4C).

The weight of 1000 seeds (W1000) significantly varied 
over time for both growing seasons (Fig. 4D). It dropped 
as the transplanting date delayed in the 2017/18 season. 
However, it decreased from TD-Dec to TD-Jan, then it re-
cover after that in the 2018/19 season. Quinoa seeds of TD-
Dec, TD-Jan and TD-Feb in the 2017/18 season were much 
heavier than those of the 2018/19 season, while both TD-
Mar and TD-Apr produced seeds with somewhat similar 
weights in both seasons. Trend analysis showed that the 
relationships between W1000 and transplanting date were 
quartic in the 2017/18 growing season and cubic in the 
2018/19 season (equations not presented) with significant 
values of R-square at the 1% level (Fig. 4D).

4. DISCUSSION

Unlike the common idea that quinoa crop needs large 
quantity of N-fertilizer (Rao and Shahid, 2012; Hirich, 

2014; Lavini et al., 2014; Shams, 2017; Shoman, 2018; Ah-
madi et al., 2019), this study revealed contrasting findings 
under full irrigation conditions in an arid environment. 
Our findings showed that quinoa crop has a very good 
adaptation to low fertility soil, i.e., <1% organic matter 
and very low N-requirements. Either the nitrogen quanti-
ties initially found in both soil (about 43.5 kg N ha-1) and 
irrigation water (about 1.06 kg N per 1000 m3) were sat-
isfactory to meet the crop N-requirements, and no extra 
N-fertilizer amount was required, or the quinoa crop N-
requirements exceed the range of N-levels tested herein (> 
270 kg N ha-1) to probably have significant impacts. Our 
results are in agreement with those of Alvar-Beltrán et al. 
(2019) who found that quinoa crop can be highly perform-
ing under very low nitrogen applications (25 kg N ha-1). 
Moreover, these results are in accordance with those of 
Moreale (1993) who showed that the N-uptake of quinoa 
crop was of 25 kg N per ton of seed production, indicating 
that N-fertilizer had no critical role on quinoa crop growth 
or seeds produced. The combined effect of both full irriga-
tion (high level of soil water content) and high tempera-
ture could cause ammonia volatilization and hydrolysis, 
especially under high N-fertilizer levels (Alvar-Beltrán et 
al., 2019). On the other hand, our findings are not in har-
mony with those of other studies showing quinoa yield en-
hancement with increasing N-fertilizer applications. The 
optimal N-fertilization needs of quinoa crop obtained by 
those studies were of about 360 kg N ha-1 (Shams, 2017; 
Shoman, 2018), 570 kg N ha-1 (Rao and Shahid, 2012), and 
200 mg N per kg of soil (Lavini et al., 2014). These various 
values could be attributed to the growing region, soil type 
and quinoa cultivar tested. However, these very huge N-
requirements pose the question on the eco-environmental 
impacts of quinoa crop fertilization. 

Variations over time in quinoa crop response could be 
attributed to climatic fluctuation condition, which caused 
variation among TDs from year to year. Temperature, 
photoperiod, hydric status and radiation  are the main 
factors affecting both growth and productivity of quinoa 
crop (Hirich et al., 2014; Bertero, 2015; Hinojosa et al., 
2018; Hinojosa et al., 2019a, b; Alvar-Beltrán et al., 2019; 
Alvar-Beltrán et al., 2020). Quinoa crop tolerates a wide 
range of temperatures (from -8 to 35 °C) depending on 
genotype characteristics and phenological stage (Jacobsen 
et al., 2005). Temperature has the highest relative impact 
on the duration of development, which was reported to be 
longer in colder environments and shorter in high temper-
ature environments (Bertero, 2015). In this study, the low 
temperature in January and February slowed down qui-
noa plant growth and increased the lengths of growing pe-
riod. This was intensified during the 2nd season (2018/19) 
which was colder for the period from December to April, 
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as compared with the 1st season (2017/18). In addition, 
more net radiation and daylight hours led to more quinoa 
leaf elongation and growth, and therefore, reduced grow-
ing period as in late-date TDs (TD-Mar and TD-Apr). In 
other words, increasing solar radiations and photoperiod 
was found to shorten the growing cycle of quinoa crop un-
der the context of the study. Our results are in agreement 
with similar investigations which found that growing pe-
riod was strongly depended on the year (Jacobsen, 2003) 
and on TD within a year (Hirich et al., 2014). A negative 
relationship between both solar radiation and time-aver-
aged photoperiod and the length of growing period was 
also reported by Hirich et al. (2014) in south Morocco. 
Temperature and photoperiod both interact to determine 
the growing length of crop under field conditions by con-
trolling the rate of leaf appearance (Bertero et al., 1999). 
This could explain genotype×environment interaction 
patterns for quinoa crop yield (Bertero, 2001 and 2015). 
Moreover, photoperiod sensitivity is manifested from the 
early stages of development up to advanced stages of grain 
filling; but plants grown under short days before flowering 
present less inhibition for photoperiod during seed filling 
than those from long days (Bertero, 2015).Dry matter pro-
ductivity of quinoa was increased as daylight hours were 
low and temperatures were cool during early development 
period and warmer after that. Prolonged growing periods 
before seed initiation resulted in active plant’s growth and 
high plant biomass production, as found in the 2nd season. 

In the 1st season, plants for TD-Jan and TD-Feb were 
grown most of the time within mean temperatures closer 
to the optimal growing temperatures of quinoa (15-25 °C, 
according to Garcia et al., 2015), resulting in higher seed 
yields. However, plants in the 2nd season were exposed to 
a heat stress starting from flowering, resulting in yield de-
pletion. In fact, high-temperature stress negatively affect-
ed pollination process, and therefore, high seed abortion 
(Hinojosa et al., 2018; Alvar-Beltrán et al., 2019; Alvar-Bel-
trán et al., 2020). The translocation of the nutrients manu-
factured in leaves to storage organs maybe also affected. 
This led to considerable decreases in seed yields associated 
with considerable increases in dry matter yields, which 
was reflected by low harvest index. Many investigations 
demonstrated that quinoa plants would become fruit-
less at high temperatures above 34 °C at flowering (Lesjak 
and Caldeini, 2017), 35 °C during flowering and seed set 
(Hirich et al., 2014; Breidy, 2015; CNRADA, 2015; Djamal, 
2015; Hassan, 2015; Saeed, 2015; Bazile et al., 2016; Eisa et 
al., 2017), but above 39 °C as found by Alvar-Beltrán et al. 
(2019). Alvar-Beltrán et al. (2020) concluded that most of 
the seed yield losses occurred between 34 and 38 °C, and 
considered that 38 °C is the highest temperature thresh-
old at flowering. However, inflorescences were observed 

to be either lacked seeds or contained empty seeds when 
the temperature pass 35 °C (Walters et al., 2016). Herein, 
starting from the flowering stage, the critical 35 or 39 °C 
thresholds were passed in the 2nd season many times much 
more than in the 1st season, for all TDs. In fact, pollen vi-
tality is strongly related to its humidity, which in its turn 
is related to the vapour pressure deficit (VPD). The last 
was highest at high temperatures (Fig 1). This could reduce 
the pollen viability and might lead to pollen dehydration 
(Hatfield and Prueger, 2015, Alvar-Beltrán et al., 2019). 

According to the economic yields and upon compari-
son of the mean difference between both growing seasons 
for each variable, two groups of transplanting dates can be 
identified. The first one is composed of TD-Dec, TD-Mar 
and TD-Apr, which gave similar QSYs, WPs and IWUEs 
in both growing seasons, but with an obvious better pref-
erence in TD-Dec. The second one is composed of TD-Jan 
and TD-Feb, which performed better in the 1st growing 
season than the 2nd season. Even though it is evident that 
a consistently optimal transplanting date cannot be speci-
fied in this experiment, emphasis in future investigations 
should probably be given to TD-Dec, which exhibited a 
high degree of consistency over both growing seasons with 
high mean values of HI, W1000, WP and IWUE, and to 
TD-Jan and TD-Feb which, also showed very high mean 
values of all variables (QSY, DMY, HI, W1000, WP and 
IWUE) over growing seasons, and performed extremely 
well in the first growing season.

It is worth noting that both the maximum and time-
averaged values of kc found herein are higher than the 
common maximum values for quinoa crop reported in its 
natural distribution region (1.00 as found by Garcia et al., 
2003), and in a temperate and humid environment (1.22 as 
found by Razzaghi et al., 2012), but less-than or somewhat 
equal to those found in a very hot and dry climate in Iran, 
as reported by Ahmadi et al. (2019). The last observed high 
single crop coefficients (kc) for the same quinoa cultivar 
tested herein (ICBA-Q5 cultivar) which varied from nearly 
1 to 2.4 during the growing period. The very high values of 
kc found under high evaporative demand (Fig. 2A) reveal 
the outstanding of quinoa plant. This could be explained 
by its physiological properties such as large rooting system 
that facilitate water uptake (Ahmadi et al., 2019) and high 
number of stomata and stomatal size and conductance that 
facilitate transpiration (Kaushal et al., 2016; Yang et al., 
2016; Becker et al., 2017; Hinojosa et al., 2019a, b). Moreo-
ver, another reason for the high kc values for quinoa crop 
could be strongly associated with the climatic conditions. 
The values of advection correction factor, which is estimat-
ed as the ratio between crop evapotranspiration and net 
radiation (α = ETc/Rn) according to Ahmadi et al. (2019), 
are presented in Table 2 for each TD for both growing sea-
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sons. Advection factor values varied between 1.53 and 1.77 
in the 2017/18 growing season and between 1.02 and 1.57 
in the 2018/19 season. These values, which are higher than 
unity (1.00), reflect that there was regional advection effect 
of sensible heat flux during the growing periods of all TD 
tested, which was due to the horizontal transfer of sensible 
heat from hot and dry air from outside the area toward qui-
noa plants, thereby increasing transpiration and evapora-
tion rates (ETc), which increased kc (Ahmadi et al., 2019). 
These results indicate that quinoa crop in order to survive, 
consumes high amounts of water when grown under full 
watering conditions in arid environment. 

Our results of seed yield were similar to those pub-
lished in other works for the ICBA-Q5 quinoa cultivar: 
2.86-3.65 t ha-1 under different planting density in Iran 
(Ahmadi et al., 2019); 3.90 t ha-1 in Morrcoo (Hirich, 2016); 
from 0.40 t ha-1 in Kyrgyzstan to 5.57 t ha-1 in Uzbekistan 
(Choukr-Allah et al., 2016); about 2 to 10 t ha-1 in five dif-
ferent locations in United Arab Emirates (Rao, 2016);  4.62 
t ha-1 at ICBA Research Station in United Arab Emirates 
(Rao and Shahid, 2012). Similarly, DMY results were in 
agreement with those reported earlier (Sells, 1989; Stolen 
and Hansen, 1993; Rao and Shahid, 2012). The maximum 
value of dry matter yield obtained in our study (15.9 t ha-1) 
was similar to that found by Rao and Shahid (2012) for the 
ICBA-Q5 cultivar (14.9 t ha-1). Moreover, HI results were 
comparable with those documented earlier (Hirich et al., 
2014; Hassan, 2015; Alvar-Beltrán et al., 2019). Finally, the 
obtained values of QSY and DMY (5.30 and 15.9 t ha-1, re-
spectively) reveal that quinoa crop has high potentials in 
seed and/or forage production in this area and in other 
areas with similar climatic contexts. 

5. CONCLUSIONS

Unlike the common idea that quinoa crop needs huge 
quantity of nitrogen fertilizer, our study revealed contrast-
ing findings under full irrigation conditions in an arid 
environment. Our findings showed that quinoa crop had 
a very good adaptation to low fertility soil with very low 
N-requirements. Quinoa crop showed a very high crop 
evapotranspiration resulting in high crop coefficient that 
was higher than the common values. One main reason is 
the advection effect of sensible heat flux during the grow-
ing periods, considerably increased evapotranspiration. 

It was demonstrated that quinoa crop growth and pro-
ductivity were highly affected by transplanting dates and 
varied from year to year, influenced by climate conditions, 
mainly by maximum and mean temperatures. Emphasis 
in future work should probably be given to transplanting 
date in December, which demonstrated a high degree of 

consistency over years with high mean values of harvest 
index, weight of 1000 seeds, water productivity and irriga-
tion water use efficiency. Furthermore, transplanting dates 
in January and February should be considered, which 
showed very high mean values of seed and dry matter 
yields and water use efficiencies over years and performed 
very well in the first year.

In this study, seed and dry matter yield potentials of 
quinoa crop (ICBA-Q5 cultivar) were investigated under 
full irrigation in an arid environment. However, as full ir-
rigation may not be an eco-environmental option in wa-
ter-scarce zones, further studies are needed to assess the 
quinoa crop response to water-saving irrigations such as 
drip irrigation method under partial root zone drying and 
regulated deficit irrigations. Moreover, adapting economi-
cally sound and scientifically proven agronomic and irri-
gation practices, such as mulching, increasing irrigation 
interval to deepen rooting system, short-cycle cultivars 
and/or earliness of planting date, etc... is recommended to 
substantially reduce soil evaporation, and therefore, sea-
sonal water requirements of quinoa crop and increasing 
water use efficiency in the arid Mediterranean area. Due 
to the scant information in Syria, further studies are also 
needed in order to provide further information on quinoa 
crop cultivation, adaptation and productivity in the coun-
try’s different agro-pedo-climatic zones. 
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Abstract. Climate change is expected to significantly affect the precipitation regime 
of the Mediterranean basin where Turkey is located. This study investigates the trends 
of seasonal and annual precipitation time series of 29 rain gauge stations of the Turk-
ish State Meteorological Service (TSMS) for the period 1955–2013, using two statisti-
cal tests based on a simple linear regression model and the well-known Mann-Ken-
dall test. The non-parametric Sen’s slope estimator was used to estimate the slope of 
the trend. The results of the trend analysis at the national scale for the entire period 
1955-2013 revealed a clear significant upward trend of 5.5%/decade only for autumn 
precipitation. No significant trend was found in the annual and other seasonal time 
series. The investigation of abrupt precipitation changes in the series averaged over 
Turkey resulted in a distinct significant upward trend in autumn precipitation starting 
in 1984 and a downward trend in winter precipitation initiating in 1971, which, how-
ever, seems to start reversing after 1996. The influence of atmospheric circulation on 
the precipitation variability in Turkey was assessed using five atmospheric circulation 
indices: North Atlantic Oscillation Index (NAOI), Mediterranean Oscillation Index 
(MOI), Mediterranean Circulation Index (MCI), Eastern Mediterranean Pattern Index 
(EMPI) and North-Sea Caspian Pattern Index (NCPI). The analysis of the circulation 
indices revealed an important link between precipitation variability in Turkey and 
some atmospheric teleconnection patterns, expressed mainly by the indices of NAOI 
and MCI. 

Keywords. Trend analysis, precipitation, Turkey, atmospheric circulation.

1. INTRODUCTION

Precipitation is a highly variable climatological element both in space and 
time (Karabulut and Cosun, 2009). This variability results from changes in 
atmospheric circulation and complex topographic characteristics and affects 
many aspects of human life e.g. water resources, aridity and desertification 
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conditions, agriculture (Sariş et al., 2010). The global mean 
precipitation is likely to increase due to increases in the 
atmospheric moisture-holding capacity associated with 
global warming (IPCC, 2007). However, future changes in 
precipitation will not be uniform. An increase in annual 
mean precipitation is likely by the end of the 21st century 
over the high latitudes, the equatorial Pacific and in many 
mid-latitude wet regions, while a decrease is expected in 
many mid-latitude and subtropical dry regions (IPCC, 
2014). Observations indicate an area-averaged precipita-
tion increase since 1951 over the mid-latitude land areas of 
the Northern Hemisphere (IPCC, 2014).

The Mediterranean basin is deemed vulnerable to 
climate changes, due to the diverse topography and its 
position at the interface between the temperate climate 
of southern Europe and the arid climate of North Africa 
(Giorgi and Lionello, 2008). The winter precipitation in 
the Mediterranean region has experienced an overall de-
creasing trend during the last few decades (Philandras et 
al., 2011; Norrant and Douguédroit 2006; Piervitali et al., 
1997; Palutikof et al., 1996). The eastern Mediterranean 
has tended towards drying conditions since the mid 20th 
century (Feidas et al., 2007; Tomozeiu et al., 2005; Alexan-
drov et al., 2004).

Turkey exhibits spatial differences in precipitation be-
tween the southern coasts and the northern and western 
regions (Tayanç et al., 2009; Partal and Kahya 2006) and 
between coastal and mountainous regions (Türkeş 1996; 
Xoplaki et al., 2000; Kadioglu 2000). Toros et al (1994) used 
seasonal and annual precipitation data of 68 stations in the 
west part of Anatolia in Turkey for the period 1930-1992 to 
show a decline in precipitation after 1982 that was attrib-
uted only to a fluctuation in precipitation. Kadioglu (1993) 
analyzed monthly precipitation data of 18 Turkish stations 
for the period 1929-1990 and found an overall decrease in 
winter precipitation and an increase in spring precipita-
tion. Türkeş (1996) have conducted a spatio-temporal 
analysis of annual precipitation variability using monthly 
precipitation series from 91 stations in Turkey, during the 
period 1930–1993. They found a slight decrease in area-
averaged annual precipitation series averaged over Turkey. 
Kadioglu (2000) has found a decrease in winter precipita-
tion for Anatolia and Black Sea region and an increase for 
Mediterranean coastal regions for the period 1931-1990. 
Partal and Kahya (2006) applied a trend analysis to long 
precipitation time series (1929-1993) of 96 stations in Tur-
key and found a significant decreasing trend in the annual 
rainfall for southern and western Turkey as well as a the 
Black Sea coast. In another study, Türkeş et al., (2007), 
detected downward trends in annual and winter rainfall 
totals and a general upward trend in the spring, summer 
and autumn rainfall for the period 1930-2002. 

There are many reports on the subject published by 
public authorities. Toros (2012) examined expected spatio-
temporal changes in precipitation time series of 165 Turk-
ish stations for the period 1961 to 2008 in order to assess 
the impact of climate change on precipitation over Turkey. 
He found a significant decreasing trend at the 35, 13 and 
12% of the stations in the winter, annual and rainy period 
precipitation totals, respectively, with some oscillations 
during the examined period (decrease during 1968–1973 
and 1998–2008 and increase, during 1973–1981 and 1989–
1998). In contrast, a significant increase was detected at 
the 19, 3 and 4% of the stations in the autumn, rainy peri-
od and annual precipitation, respectively. It was concluded 
that climate dynamics such as the effect of NAO on the 
tracks of the Mediterranean storms are among the main 
causes of the precipitation variability in Turkey. 

According to Efe et al. (2015), trend analysis of the an-
nual total precipitation for the period 1950-2013 showed a 
general increasing tendency in precipitation on the coast-
line, mainly in the regions of Marmara and Black Sea. In 
contrast, a decreasing trend was found in annual total pre-
cipitation inland that could be a sign of evolving drought 
conditions.

Sensoy et. al. (2013), found decreasing trends during 
the period 1960-2010 for annual precipitation totals in the 
northern Turkey, whereas Mediterranean Sea, Aegean Sea 
and south-eastern Anatolia regions presented decreasing 
trends. On the other hand, the number of days with heavy 
precipitation shows an upward trend in most of the sta-
tions with the exception of the Southeastern Anatolia and 
Aegean Sea regions. 

Atmospheric circulation is a significant contributor 
to the precipitation variability in Mediterranean. Many 
studies have detected an important link between Medi-
terranean precipitation and various large and regional-
scale circulation patterns such a North Atlantic Oscilla-
tion (NAO), Mediterranean Circulation (MC), North Sea 
– Caspian Pattern (NCP) and Mediterranean Oscillation 
(MO) (Greatbach 2000; Cullen et al., 2000; Visbeck et al., 
2000; Trigo et al., 2002; Erlat 2002; Karabork et al., 2002; 
Xoplaki 2002; Krichak and Alpert 2005; Türkeş and Er-
lat 2005; Turp 2006; Bachmann 2007; Feidas et al., 2007; 
Lopez-Moreno et al., 2011; Karakoç and Tagil 2014). The 
variability of winter precipitation in Turkey (especially in 
the northern Marmara, northwestern Mediterranean and 
Central Anatolia) was found to be strictly related to the 
variability of NAO indices (Türkeş and Erlat 2005, 2006).

This study aims primarily at investigating recent 
trends in the mean seasonal and annual precipitation 
observations in Turkey for the longest length of histori-
cal homogenous precipitation data available for analysis 
(1955–2013), using two statistical tests. Another objective 
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is to examine any likely link between precipitation vari-
ability in Turkey and atmospheric circulation using five 
atmospheric circulation indices.

2. STUDY AREA AND DATA ANALYSIS

Turkey has a 1650 km length from the west to the east 
covering an area from 36° N to 42° N latitude and from 26° 
E to 45° E longitude. According to first Turkish Geography 
Association (in Turkish Synonym TCK), the country is di-
vided based on First Turkish Geography Congress (6-21 
June 1941) into seven geographic regions: Mediterranean, 
Black Sea, Aegean, Central, East and South- East Anato-
lia regions (MEB, 1941). Turkey is considered as a large 
peninsula because it is surrounded by water (Mediter-
ranean Sea, Aegean Sea and Black Sea). While northeast 
of Turkey receives large precipitation amounts due to the 
characteristics of the Black Sea coast, the western, eastern 
and southern regions get less precipitation. Precipitation 
is irregularly distributed in mountainous regions. Maxi-
mum precipitation occurs in winter, early spring late and 
autumn due to the depression and frontal activity during 
this period. The average annual total precipitation ranges 
from 350-500 mm over central and south eastern Anatolia 
to 800 mm over the Eastern Anatolia and more than 1000 
mm along the western Mediterranean basin (Türkeş 1996 
and 2003; Kadıoglu 2000; Ozfidaner 2007).

2.1 Precipitation data

In this study, monthly precipitation records from 
29 stations of the Turkish State Meteorological Service 
(TSMS) covering a period of 59 years (1955-2013) were 
used (Table 1, Figure 1). Observations have been made 
using mainly pluviometer-type stations. Rain gauges are 
bucket type and are of 0.2mm accuracy (Irvem and Oz-
buldu, 2019). Based on the station history files, not any 
significant relocation and systematic and countrywide 
rain gauge change has been made during the study period 
(Türkeş 1996). 

The choice of these stations was made based on the 
data length and completeness. Missing monthly values in 
the precipitation series were few, less than 3 per cent of 
the total size of the dataset, and were filled out with esti-
mates from surrounding stations according to the normal 
ratio method (Sing 1992; Türkeş 1998; Feidas et al., 2007). 
The normal ratio method has a long history and high ca-
pability in estimating missing values in rainfall time se-
ries. Therefore, due to its simplicity, it is the most com-
monly used method in imputing missing rainfall records 
from surrounding stations (Burhanuddin et al., 2017). The 

Tab. 1. Metadata of the selected stations.

Station WMO 
Number Station Name Latitude 

(N)
Longitude 

(E)
Altitude 

(m)

Data 
Length 
(Years) 

17292 Mugla 37.17 28.22 646 59
17370 Iskenderun 36.35 36.10 2 59
17250 Nigde 37.28 34.41 1211 59
17261 Gaziantep 37.40 37.29 854 59
17270 SanliUrfa 37.90 38.47 547 59
17210 Siirt 37.55 41.56 896 59
17220 Izmir 38.23 27.40 20 59
17240 Isparta 37.47 30.34 997 59
17172 Van 38.29 43.23 1670 59
17180 Dikili 39.40 26.53 7 59
17184 Akhisar 38.48 27.50 79 59
17188 Usak 38.68 29.47 929 59
17190 Afyonkarahisar 38.44 30.34 1034 59
17196 Kayseri 38.43 35.29 1092 59
17130 Ankara 39.59 32.41 879 59
17160 Kırsehir 39.90 34.10 1007 59
17084 Corum 40.32 34.56 776 59
17090 Sivas 39.45 37.10 1285 59
17112 Canakkale 40.80 26.23 5 59
17050 Edirne 41.40 26.33 51 59
17056 Tekirdag 40.59 27.29 4 59
17059 Kumkoy 41.25 29.04 38 59
17070 Bolu 40.44 31.36 737 59
17074 Kastamonu 41.22 33.46 800 59
17022 Zonguldak 41.27 31.47 154 59
17024 Inebolu 41.58 33.45 66 59
17030 Samsun 41.21 36.14 4 59
17034 Giresun 40.55 38.23 38 59
17040 Rize 41.20 40.30 8 59

Fig. 1. The locations of the 29 Turkish stations used in the study.
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choice of the adjacent reference stations was made based 
on the highest correlation coefficients (above 0.65 at 95% 
level of significance), between the station with the missing 
value and the nearby reference stations.

In order to retain the rainy season as one continuous 
period, annual precipitation totals were calculated based 
on a water year, defined as the twelve-month period from 
September 1 of one given year through August 31 of the 
next year. Both, annual and winter precipitation was at-
tributed to the year in which January belonged. Finally, 
precipitation data was expressed as percentage of normal 
precipitation based on data from 1961 to 1990 period.

The homogeneity of the precipitation records were 
checked by applying four absolute test methods to the sea-
sonal and annual precipitation series: the Buishand range 
test, the Bartlett short-cut test, the Levene test and the Von 
Newmann ratio test (Buishand 1982; Mitchell et al., 1966; 
Levene 1960; Von Newmann 1941). Although relative tests 
with respect to homogeneous neighboring stations are 
deemed to be much more efficient than absolute tests that 
relies only on a single station climate series (Peterson et 
al., 1998), these tests are not considered suitable for the 
precipitation records of this study due to the low correla-
tion of precipitation data of neighboring stations and the 
sparse station network. The null hypothesis states that pre-
cipitation data of a time series are random variables identi-
cally and independently distributed whereas the alterna-
tive hypothesis assumes that the series is not randomly 
distributed with the exception of the Buishand range test 
in which the alternative hypothesis assumes the presence 
of a step-wise shift in the mean (called as a break). The 
Buishand test has the advantage of being able to locate the 
year of a likely break (Feidas et al., 2007).

The next step is to apply the Schönwiese and Rapp 
(1997) classification in which a data series is labelled ‘sus-
pect’ when more than two tests reject the null hypothesis 
at the 5% significance level. A ‘suspect’ series is consid-
ered inhomogeneous and is not used in the trend analysis. 
According to the results of the homogeneity tests, all the 
precipitation series of the 29 stations were characterized as 
homogeneous. 

The existence of possible trends in the seasonal and 
annual precipitation time series was investigated using 
two statistical tests: a simple parametric linear regression 
model and the non-parametric Mann-Kendall statistic 
test (Sneyers, 1990). Linear trends are considered to be 
significant at the 95% confidence level when found as such 
by both statistics t and u(dn). 

In the first test, the null hypothesis that the slope b of 
the regression line is zero is rejected using the value of the 
t-test statistic t =  /  

Ù
b )b(s

ÙÙ

1 , where  )b(s
ÙÙ

1  is the standard er-
ror of slope b. The second test is considered the most suit-

able not only for trend analysis of climate data but also for 
detecting a climatic discontinuity in the data series (Goos-
ens and Berger, 1986). The null hypothesis of zero slope b 
of the regression line is rejected when the final (for i = n) 
absolute value u(dn) of the statistic series u(di) is greater 
than 1.96 at 95% level of confidence, where n is the data se-
ries size. The plot of all u(di) and its retrograde series ú (di), 
for 1 ≤ i ≤ n, is marked as C1 and C2, respectively. The in-
tersection of curves C1 and C2 denotes the starting year of 
the trend or climate change.

The non-parametric Sen’s slope estimator (Sen, 1968) 
was used to estimate the slope b (mm/year) of the trend 
line, given that precipitation amounts are typically not 
normally distributed. It is a robust non-parametric method 
that is insensitive to outliers and it does not draw from any 
probability distribution. The method estimates the slope 
by choosing the median of the slopes of all lines through 
pairs of points. The upper (bu) and lower (bl) limits for the 
slope are also computed at the 95% confidence level.

The Sen’s slope b was expressed as well as %/decade by 
computing the average decadal percent change. A log-level 
regression ln(y) = a + bt was run between precipitation 
values (y) and time (t) in tin years intervals to estimate 
the average decadal percent change as exp(b) – 1, where b 
is the regression coefficient of the equation ln(y) = a + b× t 
(Clegg et al., 2009). 

2.2 Circulation indices

In order to assess the relation of precipitation in Tur-
key with large-scale and regional atmospheric circulation, 
five circulation indices were used: 

(a) the North Atlantic Oscillation Index (NAOI), 
which uses the surface pressure difference between sta-
tions in the subtropical high of Azores and the subpolar 
Icelandic low pressure system (Walker 1924; Walker and 
Bliss 1932; Rogers and van Loon 1979), 

(b) the Mediterranean Oscillation Index (MOI), cal-
culated as the difference of standardized anomalies of the 
500 hPa geopotential height field between western and 
eastern parts (usually the stations of Algiers and Cairo) 
of the Mediterranean basin (Conte et al., 1989; Colacino 
and Conte 1993; Kutiel et al., 1996; Douguedroit 1998; Ma-
heras et al., 1999; Maheras and Kutiel 1999; Piervitali et 
al., 1999; Criado-Aldeanueva and Soto-Navarro 2013),

(c) the Mediterranean Circulation Index (MCI), ex-
pressed as the standardized mean sea level pressure dif-
ference between two stations (Marseille and Jerusalem) 
located in the northwestern and southeastern Mediterra-
nean (Brunetti et al., 2002),

(d) the Eastern Mediterranean Pattern Index (EMPI), 
which is a seesaw pattern between the eastern Mediterra-
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nean basin and northeastern Atlantic ocean at the 500 hPa 
surface (Hatzaki et al., 2007), and

(e) the North-Sea Caspian Pattern Index (NCPI), ex-
pressed as the normalized difference between averages of 
the 500 hpa geopotential height of two areas located at the 
North Sea (0°E, 55°N and 10°E, 55°N) and North Caspian 
Sea (50°E, 45°N and 60°E, 45°N) (Kutiel and Benaroch 2002).

Monthly values of NAOI for the period of interest 
(1955–2013) were acquired from the database of the Na-
tional Center of Atmospheric Research (NCAR) whereas 
the other five indices were calculated using the gridded 
reanalysis dataset of the National Center for Environmen-
tal Prediction (NCEP) of NCAR. The relationship of the 
precipitation variability in Turkey with atmospheric cir-
culation was assessed based on the Pearson correlation 
coefficients between the data series of the teleconnection 
indices and the precipitation averaged over Turkey.

3. RESULTS AND DISCUSSION 

3.1 Precipitation trends

Trend analysis of precipitation time series in Turkey was 
performed by applying the two statistical tests (a paramet-
ric regression-based model and the non-parametric Mann-
Kendall test) to the seasonal and annual precipitation series 
of the 29 Turkish stations for the period 1955–2013. 

The non-parametric Sen’s slope estimator (Sen, 1968) 
was applied to estimate the magnitude of the linear trends 
expressed with the slope b of the regression line. Table 2 
presents the values of the slope b in mm/year, the lower 
bl and upper bu slope limits at the 95% confidence level 
and the statistics t and u(dn) for the seasonal and annual 
precipitation series. Linear trends (b) are deemed to be 
significant at the 95% confidence level when found as such 
by both statistics t and u(dn). These significant cases are 
indicated in Table 2 with boldface characters. The Sen’s 
slope b expressed as well as %/decade along with its up-
per (bu) and lower (bl) limits at the 95% confidence level is 
presented in Table 3.

Seasonal and annual precipitation time series, trend line 
and its lower and upper limits at the 95% confidence level 
were plotted and analyzed for each of the 29 stations. Figure 
2 presents an example with the graphs for Sivas station.

The spatial distribution of the sign and statistical sig-
nificance of the Sen’s slope b estimates of the trend line for 
the seasonal and annual precipitation time series of the 29 
stations is presented in Figure 3. Squares indicate positive 
values and circles denote negative slope values. Figure 3 
and Table 2 and 3 combined can be used to locate positive 
or negative trends of the stations’ time series and assess 
their spatial distribution.

On an individual station level, significant trends are 
found mainly in autumn and annual time series. Preva-
lent increasing trends were observed for the autumn time 
series with 9 out of 29 statistically significant stations, lo-
cated mainly in central Anatolia. The average percent dec-
adal change ranges from 8.6% to 14.7% per decade (Table 
3). Only three stations (Gaziantep, Sivas and Kastamonu) 
were found to have small but statistically significant (up-
ward) trends in the annual time series in the range 3.8–
4.9%. Only one station exhibited statistically significant 
trend in winter (Isparta) and summer (Samsun) but with 
opposite signs (downward and upward, respectively) and 
magnitudes (-6.5% and 11.9% per decade, respectively). 

Concerning the neighboring of different sign of 
changes (positive and negative), this exists only in no sta-
tistically significant cases. Moreover, the large geomorphic 
diversity of landscapes in Turkey can explain such spatial 
differences in the start and the sign of a change, even if 
trends are not statistically significant.

In order to have a representation of the country as a 
whole, precipitation series of the 29 Turkish stations were 
spatially averaged to estimate precipitation trends at the 
national scale. Precipitation was expressed as percentage 
of the normal based on data of the 1961 - 1990 period to 
facilitate merging and prevent any trend from being pre-
vailed by highly variable time series (Feidas et al., 2007). 
The results of the trend analysis for these area averaged 
time series are presented in Table 2 (last row) and plot-
ted in Figure 4. Table 2 and Figure 4 indicate that only 
autumn precipitation spatially averaged over Turkey pre-
sent a distinct significant upward trend of 5.5%/decade. 
No clear significant trend was detected in the annual and 
other seasonal series.

The u(di) and ú (di) statistics of the sequential Mann-
Kendall test were plotted for the precipitation series of 
each station and the regional mean series for Turkey, in 
order to locate the beginning of a trend or change based 
on the intersection of the curves C1 and C2. Plots for Sivas 
station and Turkey as a whole are given in Figure 5 and 
6, respectively. This graphical analysis was performed on 
the full range of the 29 stations to locate any likely trend 
statistically significant at the 95% confidence level and the 
time of an abrupt precipitation change. The increasing (+) 
and decreasing (-) trends and the approximate year of the 
initiation of the trend for the seasonal and annual series 
are provided in Table 4. The second year in some stations 
indicates a not statistically significant new change in the 
trend. The asterisk connotes the absence of a statistically 
significant trend for the period 1955-2013. 

Table 4 shows a clear evidence of trends only for 
winter and autumn precipitation series. More precisely, 
a downward trend for winter series initiated during the 
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decade of 1970s in almost one third of the stations. There 
are only two neighboring stations (Zonguldak and Sam-
sun) whose downward trend began earlier, during 1960s. 
On the contrary, an upward trend dominates almost the 
half of the stations for autumn but with approximate 
years of the initiation ranging from early 1960s to early 
1980s. There is only a small number of stations present-
ing a statistically significant trend for summer (one sta-
tion) and spring season (four stations). There is not any 
clear signal for annual series, with only one third of the 
stations showing a statistically significant trend starting 
during 1960s but with opposite signs. In particular, five 
stations located in western Turkey show positive trends 
starting between 1960 and 1970 whereas five stations 

situated in northern and central Turkey exhibit negative 
trends beginning during the period 1957-1972. It should 
be noted that the detection of the beginning of a change 
in the time series is indicative and approximate as it is 
based on the graphical analysis of the Mann-Kendall 
rank statistics.

The graphical analysis of the Mann-Kendall statistics 
implemented to the regional mean precipitation series 
for the area of Turkey (see last row of Table 4 and Figure 
6) supports the previous findings. In particular, autumn 
shows an upward trend starting in 1984, whereas winter 
exhibits a downward trend initiating in 1971 which, how-
ever, seems to start reversing after 1996. No trend has been 
found for annual and other seasonal precipitation series. 

Tab. 3. Sen’s slope estimates (b) for the trend of seasonal and annual precipitation series over the period 1955-2013, expressed as average 
percent change per decade. bl and bu denotes the lower and upper slope limits at the 95% confidence level (Statistically significant cases, 
provided by both tests, are indicated with boldface characters).

Station
Winter Spring Summer Autumn Annual

b (%) bl (%) bu (%) b (%) bl (%) bu (%) b (%) bl (%) bu (%) b (%) bl (%) bu (%) b (%) bl (%) bu (%)

Iskenderun 2.3 -4.6 9.6 -2.9 -8.6 2.2 17.8 2.7 43.8 4.5 -1.0 11.4 2.5 -1.0 6.2
Kumkoy 2.8 -2.5 8.2 -0.3 -4.9 5.4 0.4 -8.8 11.6 8.9 3.1 15.0 3.2 -0.4 6.7
Mugla -4.0 -9.6 1.5 2.2 -4.2 9.4 5.7 -6.7 28.1 6.1 -0.7 12.7 -0.4 -4.4 3.2
Izmir 0.0 -5.7 6.4 2.1 -4.5 9.6 -6.3 -27.7 8.5 10.4 1.1 20.9 2.6 -1.2 6.5
Dikili -3.8 -9.6 2.2 -0.8 -6.1 5.8 7.5 -7.7 29.7 2.6 -4.7 10.3 -1.9 -5.9 2.0
Gaziantep 2.1 -3.1 8.3 1.3 -6.4 10.1 1.3 -10.0 22.3 12.6 3.9 25.8 4.0 0.2 7.8
Sanliurfa -4.1 -9.0 1.0 -3.2 -11.4 4.7 1.5 -8.7 56.3 5.8 -2.9 18.2 -1.7 -5.3 1.6
Siirt -0.1 -5.9 5.5 -1.4 -6.4 4.0 8.2 -5.6 37.3 0.7 -7.6 10.2 -0.3 -3.8 3.8
Isparta -6.5 -12.8 -0.8 -0.1 -5.4 5.6 4.6 -6.5 18.1 3.1 -4.5 10.7 -1.8 -5.7 1.7
Afyonkarahisar 1.5 -4.0 8.1 -1.2 -5.9 4.2 -1.7 -9.8 8.5 6.5 -0.9 14.9 1.8 -1.1 5.3
Usak -1.0 -7.3 5.7 1.5 -3.7 7.0 -0.4 -9.2 10.6 7.7 1.4 13.9 1.7 -1.7 4.7
Akhisar -3.7 -8.9 2.4 -0.5 -5.7 5.4 -6.3 -19.0 7.1 8.9 3.1 15.0 -0.5 -3.9 2.8
Nigde 0.3 -5.3 6.7 -1.7 -6.4 4.5 6.5 -3.3 22.2 14.5 7.0 24.5 1.8 -1.6 5.3
Kayseri -0.2 -4.8 4.9 2.3 -2.2 7.2 -1.6 -10.4 9.3 8.6 1.3 19.3 2.6 -0.4 6.2
Ankara -1.9 -6.9 4.8 0.5 -4.0 5.8 -1.7 -10.6 8.9 5.8 -2.7 14.6 1.2 -2.0 4.6
Kirsehir -4.5 -9.6 0.8 -1.5 -7.1 5.3 -0.5 -11.8 12.8 13.2 5.4 27.6 0.5 -2.6 4.4
Corum -1.1 -7.4 5.7 0.5 -4.2 4.7 4.1 -7.1 14.9 11.4 3.9 21.0 2.4 -0.3 5.8
Sivas 2.1 -2.5 7.9 3.4 -0.8 8.2 1.6 -7.1 14.2 14.7 7.2 25.1 4.9 1.5 7.8
Van 2.6 -3.8 8.6 -0.6 -4.8 4.0 0.7 -10.3 14.1 1.8 -3.4 8.9 1.5 -1.9 5.2
Canakkale -2.8 -9.8 3.5 -1.2 -6.5 4.7 0.4 -11.3 15.7 -2.0 -7.6 5.8 -1.5 -5.3 2.2
Edirne -1.7 -8.6 6.6 -3.6 -7.5 1.6 -3.3 -10.5 7.0 2.0 -4.0 10.1 -1.3 -4.5 2.7
Tekirdag -2.0 -8.1 4.5 -1.8 -6.8 4.1 -4.5 -11.4 5.5 4.5 -3.7 14.8 -0.5 -4.2 3.3
Bolu -1.0 -5.5 3.0 2.7 -2.3 7.4 0.8 -6.9 9.6 2.9 -2.0 8.7 0.7 -2.1 3.9
Kastamonu 2.8 -4.0 10.7 3.0 -2.4 8.4 4.3 -4.8 13.5 6.4 -0.5 15.4 3.8 0.4 7.4
Zonguldak -1.3 -4.0 2.0 -3.0 -6.5 2.1 -2.3 -8.5 7.0 4.6 0.2 9.7 0.4 -1.8 2.9
Inebolu 0.0 -3.8 4.8 1.6 -3.9 7.4 0.7 -7.1 10.1 2.0 -1.3 6.7 2.2 -0.6 4.8
Samsun -1.9 -6.7 3.2 -1.2 -5.6 3.7 11.9 1.7 20.8 3.4 -2.6 9.3 2.4 -0.9 5.3
Giresun -0.8 -4.8 2.7 -0.5 -4.3 3.8 2.1 -5.1 7.9 3.2 -1.3 8.1 3.2 -1.3 8.1
Rize -0.8 -3.6 2.3 -2.5 -5.6 0.8 1.2 -3.3 4.7 2.7 -0.5 7.1 1.2 -1.0 3.6
Turkey -1.1 -4.3 2.5 -0.5 -2.9 2.4 2.1 -2.4 6.2 5.5 2.6 8.1 1.3 -0.5 2.9
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These findings are in agreement with other studies partly 
dealing with precipitation trends in the wider area (Fei-
das and Lalas 2001; Türkeş et al., 2007; Feidas et al., 2007; 
Karabulut and Cosun 2009; Philandras et a.,l 2011; Şimşek 
et al., 2013; Çiçek and Duman 2015).

3.2 Relation of circulation indices with precipitation in 
Turkey

Table 5 presents the Pearson correlation coefficients 
between the five circulation indices (NAOI, MOI, MCI, 
EMPI and NCPI) and the seasonal and annual precipita-
tion percentages, spatially averaged over Turkey.

The important influence of the NAO on the winter 
precipitation in Turkey is highlighted by the highest and 

statistically significant negative correlation coefficient (r = 
- 0.45), with the percentage of the explained winter precip-
itation variance being up to 20%. A smaller proportion of 
the winter precipitation variability can be also explained 
by the NCPI (15%) and EMPI (10%). The MCI plays the 
most important role in the summer and autumn precipita-
tion accounting for 22% (r = -0.47) and 14% (r = -0.37) of 
the precipitation variance, respectively. Only a small pro-
portion of the spring precipitation variance (14%) is ex-
plained by the EMPI. No significant correlation has been 
found between the annual precipitation and any of the at-
mospheric circulation indices. Figure 7 presents the best 
correlation between seasonal precipitation in Turkey and 
atmospheric circulation indices.

The previous results suggest the important role of the 
NAOI and MCI on the winter and summer precipitation 
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Fig. 2. Seasonal and annual precipitation totals, trend line and its lower and upper limits at the 95% confidence level at the station of Sivas 
(1955–2013).
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on Turkey, respectively, which is consistent with the re-
sults of other studies (Feidas et al., 2007; Türkeş and Erlat, 
2003; 2005; López-Moreno et al., 2011; Cullen et al., 2002) 

who found that the NAO extends into the Middle East and 
Turkey. Autumn and spring precipitation is weakly linked 
with the regional oscillation modes of EMP and MC. 

Fig. 3. Spatial distribution of the of the sign and statistical significance slope b values of the trend line for the seasonal and annual precipita-
tion series (period 1955-2013). Squares indicate positive values and circles denote negative slope values. The filled symbols indicate a 95% 
confidence level.
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The relationship between precipitation variability 
over Turkey and circulation indices (NAOI and MCI) can 
be physically explained as follows. In winters, positive 
(negative) values of the NAOI result from a strong (weak) 
meridional surface pressure gradient inducing northely 
(easterly) airflow that forces cold and dry (warm and wet) 
continental (maritime) air into the Mediterranean region. 

Positive (negative) MCI values in winters are induced 
by a centre of strong positive (negative) sea level pressure 
anomalies over north-eastern Atlantic and the western 
Mediterranean combined with a center of negative (posi-
tive) surface pressure anomalies covering the eastern 
and south-eastern Mediterranean. These coupled pres-
sure patterns build a strong meridional pressure gradient 

which brings cold and dry (warm and humid) northeast-
erly (southwesterly) airflow over the Mediterranean basin 
(Feidas 2017). 

Precipitation trends may be explained by the tem-
poral changes of the large-scale and regional scale at-
mospheric circulation patterns, mainly for autumn and 
winter. In particular, autumn precipitation in Turkey 
was found to be driven mainly by the Mediterranean 
Circulation (MC) atmospheric teleconnection. The trend 
analysis showed a statistically significant decreasing 
trend for the autumn MCI, which is in agreement with 
the corresponding rising trend in autumn precipitation 
over Turkey. This shift from positive to negative values of 
the MCI indicates a weakening of the meridional surface 
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Fig. 4. Seasonal and annual precipitation averaged over Turkey, trend line and its lower and upper limits at the 95% confidence level (1955 
– 2013). Precipitation observations are expressed as percentages of the normal for the 1961–1990 period.
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pressure gradient in autumn inducing easterly airflow 
that forces warm and wet maritime air into the Turkey 
from the Mediterranean region.

In winter, however, the NAO plays a crucial role in 
precipitation variability in Turkey as the centers of action 
of the NAO shift to the south. The observed slight, but not 
statistically significant, decreasing winter precipitation 
trend in Turkey is linked mainly to a rising trend in the 
hemispheric circulation modes of NAO which induces 
significantly cooler and drier conditions in Turkey.

Application of the Mann-Kendall rank statistics on 
the time series of the circulation indices NAOI and MCI 
indicated an upward trend in NAOI starting in 1971 and 
a downward trend in MCI initiating in 1984. These results 
match quite well with the starting years of changes in the 
winter and autumn precipitation time series, respectively.

The previous findings support the assumption that the 
Mediterranean Circulation and the North Atlantic Oscil-
lation in pressure patterns can be considered a climatic 
forcing factor for Turkey. 

4. CONCLUSIONS

Trends of seasonal and annual precipitation in Turkey 
were analyzed for the period 1955–2013, using two statistical 
tests. The trend analysis revealed the presence of variations 
and trends in Turkey. The link between precipitation vari-
ability in Turkey and atmospheric circulation patterns was 
also investigated using five atmospheric circulation indices.

On an individual station level, a distinct increasing 
trend ranging from 8.6%/decade to 14.7%/decade for the 
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Fig. 5. Plot of the series of the Mann-Kendall statistics u(di) (curve C1) and u΄(di) (curve C2), for seasonal and annual precipitation at the 
station of Sivas.
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whole period 1955-2013 is evident only in autumn pre-
cipitation series, which, however, is statistically signifi-
cant only in a few stations (9 out of the 29 stations) located 
mainly in central Anatolia. Half of the 29 stations showed 
an upward trend starting from early 1960s to early 1980s. 
Although only one significant downward trend was de-
tected in winter series for the whole period 1955-2013, the 
investigation of the initiation years of a trend showed a 
downward trend starting during the period 1970–1980 in 
almost one third of the stations. Only three stations were 
found to have small but statistically significant (upward) 
trends in the annual time series in the range 3.8 – 4.9% 

but there is not any clear signal in the starting year of the 
trends.

At the national scale, only autumn precipitation exhibits 
a clear significant upward trend of 5.5%/decade for the entire 
period 1955-2013. No clear significant trend was detected in 
the other seasons. Based on the investigation of abrupt pre-
cipitation changes, Turkey shows a distinct significant up-
ward trend in autumn precipitation starting in 1984, whereas 
winter presents a downward trend initiating in 1971, which, 
however, seems to start reversing after 1996.

From a climatic point of view, changes in precipitation 
trends are the result of respective changes in atmospheric 
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Fig. 6. Same as Figure 5 but for seasonal and annual precipitation averaged over Turkey.
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circulation. For example, the upward trend in autumn 
precipitation starting in 1984 and the downward trend in 
winter precipitation initiating in 1971, match quite well 
with the starting years of changes in the MCI and NAOI 
time series, respectively.

Analysis of the five circulation indices points out the 
strong link of precipitation regime in Turkey with vari-
ations in atmospheric circulation patterns. Precipitation 
variability in Turkey may be the result of variability of 
some coupled atmospheric circulation patterns (mainly 

the NAO and MC). More precisely, NAOI is the most suit-
able circulation index for explaining annual precipitation 
variability in Turkey. In addition, the MCI captures a large 
proportion of the precipitation variability in summer. Au-
tumn and spring precipitation have a weak relationship 
with the regional oscillation modes of EMP and MC. 

The link between precipitation variability in Turkey 
and atmospheric circulation patterns can also account for 
the observed precipitation trends over Turkey. In particu-
lar, the significant rising trend in autumn precipitation 
can be explained by the respective decreasing trend in the 
autumn MCI. The negative values of the MCI enhanced 
frequency of the northwest or northeast continental, dry 
and cold mid-tropospheric airflow advected from north-
ern Europe leads to a lack of precipitation over Turkey.

This enhanced frequency of negative MCI values in 
autumn indicates a weakening of the meridional surface 
pressure gradient that induces an increased frequency of 
easterly maritime, warm and wet airflow advected from 
the Mediterranean Sea into the Turkey leading to an in-
crease of precipitation over Turkey.

The observed slight but not statistically significant 
downward winter precipitation trend in Turkey is linked 
mainly to a rising trend in the hemispheric circulation 
modes of NAO. The enhanced frequency of positive NAOI 
values results in significantly cooler and drier conditions 
in Turkey as the increased frequency of northerly airflow 
brings continental, cold and dry air into the eastern Medi-
terranean region.

The findings of this study is in agreement with pre-
vious studies on the precipitation trends in the region 
(Türkeş and Erlat 2003; Türkeş et al., 2007; Feidas et al., 
2007; Karabulut et al., 2008; Karabulut and Cosun 2009; 
Türkeş et al., 2009; Philandras et al., 2011). The important 
role of NAO and MCI in the precipitation regime of Greece 
and Turkey during winter has been also pointed out in the 
studies of Feidas et al., (2007) and Türkeş and Erlat (2003).

One major difference of our findings to previous stud-
ies covering similar periods (Toros, 2012; Efe et al., 2015; 
Sensoy et al., 2013) is that no statistically significant trend 

Tab. 4. The starting year of the upward or downward trend for sea-
sonal and annual precipitation, for the period 1955–2013, based on 
the Mann-Kendall test.

Stations Winter Spring Summer Autumn Annual

Iskenderun * 1965- 1968+ 1977+ *

Kumkoy * * 1965+ 2001+ 
(2011-) 1968+

Mugla 1980- * 1955+ 1968+ *
Izmir * * * 1975+ *
Dikili 1974- * * * 1964-
Gaziantep * * * 1980+ 1962+
Sanliurfa 1983- * * * *
Siirt * * * 1960+ *
Isparta 1977- * * * 1972-
Afyonkarahisar * * * * *
Usak * * * 1970+ *
Akhisar 1970- * * 1975+ *
Nigde * * * 1997+ *
Kayseri * * * 1961+ *
Ankara * * * * *
Kirsehir 1978- * * 1968+ *
Corum * * * 1964+ 1960+
Sivas * * * 1963+ 1968+
Van * * * * *
Canakkale 1971- * * * 1963-
Edirne 1971- * * * 1961-

Tekirdag 1963+ 
(1971-) * * * 1957-

Bolu * * * 1975+ *
Kastamonu * * * 1968+ 1962+
Zonguldak 1965- * * 1983+ *
Inebolu * * * * *
Samsun 1960- * 1989+ * *
Giresun * * * * *
Rize * * * 1995+ *
Turkey 1971- * * 1984+ *

* No abrupt change found at the 95% level of confidence
+ Increasing trend
- Decreasing trend
( ) Year of a not statistically significant new abrupt change in a 
trend.

Tab. 5. Correlation coefficients of circulation indices with seasonal 
and annual precipitation in Turkey (95% level of confidence is indi-
cated with boldface characters).

Winter Spring Summer Autumn Annual

NAOI -0.45 -0.18 -0.04 -0.09 -0.22
MOI -0.24 0.06 -0.05 -0.30 -0.21
MCI 0.16 -0.01 -0.47 -0.37 -0.24
EMPI 0.32 0.38 0.10 -0.06 0.00
NCPI -0.39 0.22 0.16 -0.08 -0.14
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was found in our study in the annual and winter precipita-
tion over Turkey for the examined period 1955-2013. In 
our study, only 3 out of the 29 stations were found to pre-
sent a significant increasing trend in annual precipitation. 
It should be pointed out, however, that trend analysis re-
sults depend strongly on the time period of the time series 
and the statistical test used to detect the trend and its sig-
nificance. Moreover, trends found in the study of Efe et al. 
(2015), were assessed and categorized differently. Another 
difference with these studies is that no significant correla-
tion has been found between the annual precipitation and 
any of the atmospheric circulation indices in our study. 
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Fig. 7. Plots of the variability of seasonal precipitation in Turkey and seasonal circulation indices presenting the best correlation.
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Abstract. This study was aimed at evaluating climatic variables and concentrations of 
airborne sporangia of Pseudoperonospora cubensis, the causal agent of cucumber downy 
mildew and its relation with the severity of the disease. Monitoring was conducted in a 
cucumber field located in Marand, Iran during 2014-2015. The aerial concentration of 
sporangia was evaluated by a whirling arm trap and the weather parameters were moni-
tored using a local meteorological station. Statistical analysis indicated a significant cor-
relation between disease severity and some climatic factors (P≤0.05). The results showed 
that evaluation of airborne sporangia and the use of forecasting models could reduce 
the risk of disease in the northwest of Iran. The factorial analysis of the climate variables 
resulted in the development of two factors, average humidity and rain, that could be 
used as predictor variables in linear regression models for the downy mildew.

Key words. Cucumber, downy mildew, meteorological variables, sporangia dispersal.

INTRODUCTION

Cucumber downy mildew (CDM), caused by Pseudoperonospora cubensis 
[(Berk.& M.A. Curtis) Rostovzev], is a wide spread and devastating disease of 
cucurbit crops, including cucumber, squash, pumpkin, melon in the open field 
and in greenhouse productions (Lebeda and Cohen, 2011). Disease occurrence 
may lead to tremendous yield losses (up to 100%) in all production areas (Call 
et al., 2012, Cohen, 2015). 

Disease epidemics are driven by the production of asexually derived spo-
rangia. Environmental and ecological conditions significantly contribute to the 
progression of downy mildew disease as sporangia are mainly produced during 
warm (20–25°C) and humid (>85% RH) nights (low light intensity). Sporangia 
bearing structures (sporangiophores) can be seen arising from stomatal open-
ings and are reliant on wind for dispersal of attached sporangia. Upon contact 
with susceptible host tissue, sporangia release zoospores which require suffi-
cient leaf wetness/access to free water to swim to and successfully penetrate 
stomata. Post penetration, intercellular mycelium is produced and the disease 
cycle continues (Lebeda and Cohen, 2011). 
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Because of the favorable climatic conditions in Iran, 
cucurbits can be grown year-round in open fields or 
greenhouses. This production system ensures continu-
ous host availability and eliminates the need for lengthy 
overwintering strategies for the obligate biotrophic patho-
gen. The unrestricted ability of the pathogen to produce 
inoculum and cause disease is presenting farmers with 
year-round challenges in disease management. Disease 
prediction models based on the aerodynamics of patho-
gen multiplication are urgently needed to mitigate costly 
chemical spraying during critical disease periods and to 
develop regional integrated pest management programs 
(Ojiambo et al., 2011).

However, some effective factors in the development of 
the disease by the dispersion of airborne sporangia have 
not been evaluated for use in the CDM forecasting system 
(Ojiambo et al., 2011).

CDM disease severity is directly related to produc-
tion and release of sporangia by the pathogen. A disease 
outbreak can be evaluated with consideration of these two 
parameters (Neufeld et al., 2013). Combining the inoculum 
data with weather data assists disease prediction models to 
assess the risk of infection more accurately (West et al., 
2008). This risk assessment allows growers to foresee possi-
ble disease outbreaks and adjust fungicide applications ac-
cordingly (Gent et al., 2013; Gent et al., 2009; Granke and 
Hausbeck 2011; Granke et al., 2014). Knowledge of tempo-
ral changes in P. cubensis populations during a single grow-
ing season can promote effective management strategies.

The aim of this study was to evaluate and relate cli-
matic variables and concentrations of airborne sporangia 
of P. cubensis to CDM disease severity.

2. MATERIAL AND METHODS

2.1. Experimental plots and Meteorological measurements

The plots were maintained according to the standard 
production practices for cucumber (Cucumis sativus) pro-
duction in Iran. 

The population of P. cubensis sporangia were observed 
in cucumber fields in two regions of Marand during the 
growing seasons of April–October 2014 and 2015. In each 
region, the plot was planted with the same cultivar (Super-
star, Semo, Czech). The cultivation area of each plot was 2 
hectares. The fields were naturally infected and no fungi-
cides were applied during the study.

The weather parameters were evaluated daily using a 
local meteorological station 1.5 m above the soil level less 
than 10 m outside the experimental plot. The temperature, 
relative humidity, rainfall, precipitation, wind speed and 
radiation were recorded. The wind speed was measured 

approximately 2 m above the ground. Data was recorded 
every 3 min to 15 min by the weather station.

2.2. Monitoring sites and aerobiological studies

The monitoring was done at two regions of Arbatan, 
a village 10 km west of Marand, located in northwest of 
Iran (38°10’29’’N, 46°56’14’’E or 38.174722°, 46.937222°). 
The spore trapping was carried out 24 hours a day from 
April 8 to October 9 in 2014 and 2015.

On each assessment day, the aerial concentration of 
P. cubensis sporangia, C (sporangia m-3), was monitored 
above the cucumber canopy, using whirling arm trap 
(Burkard trap, Hirst-type U.K). The spore trap was in-
stalled 0.5 m above the canopy of the plants. The sporangia 
were trapped on sticky-coated tape (adhesive tape) mount-
ed on the leading edge of the rotating arms. The tape strips 
were made sticky with a petroleum silicone grease coat-
ing. After use, tapes were mounted on microscope slides 
(sampler). A rain-shield was mounted above the coated-
tape (Lacey and West, 2006). The tape strips were exposed 
to the air at 8 am until 6 pm daily for 117 days in 2014 and 
132 days in 2015. After exposure, strips were transferred to 
the laboratory for identification and enumeration of spo-
rangia. The sporangia were identified and quantified using 
a microscope equipped with a 100X lens (Nikon Optiphot 
II, Japan). Concentrations of the sporangia were expressed 
as the number of spores per cubic meter of air. The first 
sporangia were trapped on April 29, 2014 and April 21, 
2015. Sampling was conducted every three days until Oc-
tober 20, 2014 and October 19, 2015. 

2.3. Evaluation of disease severity

To evaluate CDM disease severity, 10 plants were se-
lected randomly in each 20 × 10 m2 plot. Foliar disease se-
verity was determined using the 0 to 9 index developed by 
Thomas et al. (1987) with some modification (Table 1). The 
following design was used to evaluate the disease severity 
for each plant or plot:

DS = [Σ (ni ×vi)/ N×V] × 100

Where DS: disease severity, ni: number of leaves with 
the same score, vi: disease score from 0-9 for each leaf, N: 
total number of evaluated leaves, and V: highest disease 
score (9).

The disease severity was recorded 3 days after the last 
sampling date to assess the number of sporangia, and was car-
ried out from May 2 to October 23 (39 times) and from April 
24 to October 22 (42 times) for 2014 and 2015 respectively.
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2.4. Statistical analyses 

All data obtained from the meteorological station and 
the number of sporangia registered during the seasons, as 
well as data on pathogenicity expressed as mean ± stand-
ard deviation, were analyzed using SPSS ver. 20 (SPSS Inc., 
Chicago IL). Paired sample t-tests for meteorological data, 
sporangium number and severity of disease were em-
ployed as the statistical tests, with the level of significance 
set at p< 0.05. The sum of the spores was calculated. A 
paired sample T-test (paired by the collection dates for the 
same site) was used to compare the mean sporangial con-
centrations collected in the growing seasons 2014-2015.

Pearson’s correlation coefficients (r) analysis was car-
ried out in order to assay the effect of meteorological fac-
tors, the maximum, minimum and mean temperatures 
(°C), the mean relative humidity (%) and rainfall (mm) on 
concentrations of sporangia and disease severity. The level of 
significance was set at ≤ 0.05 and ≤ 0.01. SPSS software was 
used to model and determine the mathematical relationship 
of the population of captured spores with climatic factors. 
The three-day sum of the captured spores was related to the 
weather data three days before (total rainfall, maximum and 
minimum temperature average, maximum and minimum 
relative humidity and total sunny hours in three days).

Regression statistical analysis was performed for the 
relationship between climatic factors and disease severity. 
A stepwise regression analysis was conducted on weather 
parameters and sporangia and disease severity data col-
lected daily starting April 8 and ending October 9 in 2014 
and 2015. Additionally, linear model analyses were con-
ducted using in-season climate variables as predictors.

3. RESULTS

3.1. Disease severity and dynamism of sporangia

Symptoms of disease were first observed on April 29, 
2014 and April 21, 2015 with a severity of 1.03 and 0.5%, 

respectively (Table 2). 10 leaves per plant were evaluated. 
The concentration of airborne sporangia differed signifi-
cantly (P < 0.05) among months (May until October) and 
between years. Although based on the value of the Pear-
son’s correlation coefficients (r), it has been shown that the 
dynamics of sporangia in the air in these monitoring years 
are similar in some respects (Table 3).

In the beginning of April 2014 and 2015, the daily 
concentration of P. cubensis sporangia increased slowly 
(Figure 1). In mid-May a rapid increase of daily sporangia 
density occurred. The highest spore density was observed 
on May 29, 2014 (3025 sporangia–3) and May 27, 2015 (4528 
sporangia–3). After five weeks, the concentration of spores 
rapidly decreased (Table 2). On September 17, 2014 and 
September 1, 2015, the concentration of P. cubensis spo-
rangia again increased and reached the highest value on 
August 1, 2014 and September 22, 2015 (Figure 1).

A three day average spore count peaks were recorded 
on May 26 and May 30 2014 and 2015 (Figure 1). The six 
days before these dates (time point to start infection), the 
average relative humidity of 59 and 54.5 %, maximum 
temperatures of 22.4 and 21.8 ˚C, minimum temperatures 
11.2 and 11.2 ˚C, sun sum 8.6 and 6.6 h, wind speed of 
17008 and 15005 m/s and rainfall 0.6 and 0.1 mm were 
recorded for 2014 and 2015 respectively (Table 2). The sec-
ond period of high sporangia concentration occurred on 
Oct. 5 and Sep. 22 for 2014 and 2015 respectively, which 
could have been influenced by many features (Figure 1).

The diseases severity in the years 2014 and 2015 years 
were very similar, and a comparison between the two 
years showed almost similar climatic conditions in creat-
ing maximum spore (Table 2).

A series of Paired-samples t-tests conducted to com-
pare all meteorological variables showed that was signifi-
cantly associated with the number of sporangia during the 
years 2014- 2015. Similarly, there was a significant differ-
ence between the severity of the disease and the sporangia 
during the 2-year study period (Table 3).

In both years of study (2015-2014), the lowest and 
highest concentrations of sporangia at 0.5 m above the 
canopy were in the range of 198-310 sporangiam-3 with a 
disease severity of 0.5-1.03% and 3025- 4528 sporangiam-3 
with a disease severity of 35%. (Complete data were not 
presented due to a large number of tables, but figure 1 
shows the extent to which these numbers are somewhat 
consistent with the sporangia graph and the severity of the 
disease).

The Pearson’s correlation coefficient showed no signif-
icant correlation between the spore concentration in the 
sampler and the climatic factors. In contrast, there was a 
significant relationship between the climatic factors (ex-
cept total sunshine, wind speed and rain) and the disease 

Tab. 1. The pattern used for the disease severity scaling of cucum-
ber downy mildew.

Symptoms description Score

No symptom 0
Visual spots without sporangium formation (incompatible) 3
Visual spots with a few sporangium (compatible) 5
Visual spots with scattered sporangium (5×103 spores per 
square cm of spot) 7

Spots covered the leaf surface (highly compatible) with a lot  
of sporangium (5×104 spores per square cm of spot) 9
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severity. In both years, the same result has been achieved. 
(Table 4).

Based on the correlation results, the prediction of 
capacity of the climate parameters and combination of 
several parameters were evaluated. The sporangia density 
was calculated every three days for obtaining time-series 
models and to forecast the P. cubensis airborne sporangia 
on the cucumber plot (Figure 1). Figure 1 illustrates the 
observation and prediction of the P. cubensis sporangia 
by the adjusted model for each cucumber crop cycle. The 

lines indicate the number of observed spores and the se-
verity of the disease. Only in 2015, as shown in Figure 1, 
prediction time was determined based on the number of 
spores and the severity of the disease. In the figure, the 
sporangia dynamism are marked with the line and sever-
ity of the disease marked by dots.

The regression analysis of weather variables and dis-
ease severity data from April 8 to October 9 in 2014 and 
2015 showed that linear regression was significant at P < 
0.01. (Table 5).

Fig. 1. Diurnal pattern of aerial concentration of Pseudoperonospora cubensis sporangia (m3) above a cucumber canopy during downy mil-
dew epidemics at Marand, North West, Iran. Curves are fitted by locally weighted regression to illustrate daily trends. Data are shown for 
disease assessment periods that represent the range of disease severity levels observed during 2014-2015.

Tab. 2. Standing crop of Pseudoperonospora cubensis sporangia escape and meteorological variables for the assessment periods in during the 
2-year (2014-2015) study period.

Date Severity 
%a

No. of 
spores

RHb. max. 
( %)

RH. min. 
(%)

RH. 
av.(%)

T c. min.
(˚C)

T. max. 
(˚C) Sun(h)

Wind 
speed
(m/s)

Rainfall 
(mm)

The first symptom
29 Apr. 2014 1.03 310 61 20 41 11 22.2 8.50 21009 0
21 Apr. 2015 0.5 198 48 26 37 12.2 17.2 6.7 21027 0

Minimum disease 
severity

12 Sep. 2014 0.4 48 33 5 19 22.8 33.6 13.3 15009 0
10 Jul. 2015 0.1 .00 35 12.00 23.5 25.8 37.6 12.7 16006 0

Maximum disease 
severity

20 May 2014 35 3025 71 47 59 11.2 22.4 8.6 17008 0.6
24 May 2015 35 4528 74 35 54.5 11.2 21.8 6.6 15005 0.1

a Disease severity was assessed visually as the percentage of leaf area infected on each date when sporangia were collected.
b RH min, max and ave; maximum, minimum and average daily relative humidity
c T. max. and min.; maximum and minimum daily temperature
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The statistical significance of regression equations was 
checked by F-test and the analysis of variance (ANOVA) 
for models was summarized in Table 6. Based on the 2014 
model, with an increase in 1 sporangia unit and 1 mm of 
rainfall, the severity of the disease will increase by 0.72 
(0.005 + 0.715). However, in the 2015 model, the same 
amount of sporangia unit and rainfall will increase the 
severity of the disease by 0.393 (0.006 + 0.195 + 0.192). A 
regression model was showing correlation between spo-
rangium and severity (Figure 2). 

4. DISCUSSION

Determination of environmental factors that affect 
the pathogenic contamination and sporulation allows the 
time of fungicide application to control the disease (Yang 
et al., 2007).

This study showed P. cubensis sporangia to be present 
in the atmosphere throughout the two years, with their 
concentrations becoming higher during the mid and last 
stages of the crop growth. The number of sporangia in the 

air decreases with warming and decreasing moisture in 
the summer.

The concentrations of the sporangia in the atmosphere 
were very low at the time of the crop emergence, as the 
growth and expansion of the plant’s green areas prevent 
the rapid accumulation of inoculum. The sporangia often 
spread again on aging or dying leaves so that spore con-
centrations often peak in the mid-stage, when the leaves 
are drying out (Figure 1).

The current study found a significant positive corre-
lation between climate factors and spore concentration. 
With the rise in the mean, maximum and minimum 
temperatures, the spore density in the air increases, this 
makes P. cubensis a temperature-dependent pathogen. 
In Marand (the site of the study), the most sporangia in 
the atmosphere were found when the minimum tempera-
tures were over 11.2 °C and maximum temperatures fell 
between 21.8 and 22.4 °C. P. cubensis sporangia belong to 
parasitic species that germinate within the optimum tem-
peratures of 10–20 °C (Cohen, 1977).

Maximum relative humidity during the study years 
(2014-2015) was 71-74%. Favorable conditions for the re-

Tab. 3. Paired-samples t-test to compare all meteorological variables and sporangia Pseudoperonospora cubensis and disease severity for the 
assessment periods in during the 2-year (2014-2015) study period.

Paired Samples Test

t df Sig. 
(2-tailed)

Paired Differences

Year Mean Std. 
Deviation

Std. Error 
Mean

95% Confidence Interval 
of the Difference

Lower Upper

Pair 1 Sporangium – RHa max.
2014 1191.22 1705.60 273.12 638.32 1744.11 4.36 38 .000
2015 1347.85 1450.95 221.26 901.31 1794.38 6.09 42 .000

Pair 2 Sporangium – RH min.
2014 1218.99 1706.41 273.25 665.83 1772.15 4.46 38 .000
2015 1377.04 1454.43 221.79 929.48 1824.65 6.21 42 .000

Pair 3 Sporangium – RH av.
2014 1205.11 1706.01 273.17 652.08 1758.13 4.41 38 .000
2015 1362.44 1452.68 221.53 915.37 1809.51 6.15 42 .000

Pair 4 Sporangium – Tb min.
2014 1237.92 1711.46 274.05 683.13 1792.72 4.58 38 .000
2015 1387.89 1455.26 221.92 940.02 1835.75 6.25 42 .000

Pair 5 Sporangium – T max.
2014 1228.50 1710.96 273.97 673.86 1783.13 4.48 38 .000
2015 1379.28 1454.78 221.85 931.56 1826.99 6.22 42 .000

Pair 6 Sporangium – SSc 2014 1243.21 1710.67 273.93 688.67 1797.751 4.54 38 .000
2015 1394.87 1453.85 221.71 947.44 1842.305 6.29 42 .000

Pair 7 Sporangium - Wind
2014 -16317.72 9379.97 1501.99 -19358.36 -13277.09 -10.86 38 .000
2015 -16020.27 11045.71 1684.45 -19419.63 -12620.89 -9.51 42 .000

Pair 8 Sporangium - Rain
2014 1251.39 1710.31 273.86 696.97 1805.80 4.56 38 .000
2015 1402.75 1454.19 221.76 955.22 1850.28 6.33 42 .000

Pair 9 Sporangium – Disease severity
2014 1238.15 1701.99 272.53 686.43 1789.87 4.54 38 .000
2015 -1424.01 1446.51 223.20 -1874.76 -973.22 -6.38 41 .000

a Relative humidity, b Temperature, c  Sunshine sum.
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production and dissemination of the pathogen are warm 
temperatures (20–25°C) and high humidity (>85% RH) 
(Lebeda and Cohen, 2011), which are available during the 
growing season in many parts of East Azarbaijan, Iran. 

The highest concentrations of P. cubensis sporangia in this 
study were recorded under these conditions. 

The temperature and moisture conditions for the 
dispersal of P. cubensis sporangia in cucumber were ob-
served. They were similar to those reported Neufeld et al., 
(2013) and Naegele et al., (2016).

Given the correlation between the climatic conditions 
and the spore levels, the observed pattern was similar dur-
ing the two study periods. Aerobiological studies serve as 
an essential means of predicting the disease risk as they 
greatly contribute to the determination of the levels of in-
oculum (Neufeld et al. 2013).

Many aerobiological studies on the dispersion of plant 
pathogen have used daily measurements of the standing 
crop of spores on the study site as the measure of inocu-
lum source strength (Aylor and Taylor, 1983; Aylor et al., 
2001, 2011; Andrade et al., 2009). However, it is possible to 
base the disease management decisions on the assumed or 
actual identification of inoculum. In both regression mod-
els were presented, there was the correlation between per-
centage of disease severity and sporangia. This suggested 
the models could well predict disease severity of cucumber 
downy mildew. Linear logistic models are generally used 
in aerobiological studies to predict spore concentrations 
(Rodríguez-Rajo et al., 2010).

The replication of this study by considering the rela-
tion of sporangia, rain and average humidity with the epi-
demic development could promote the development and/
or improvement of the forecasters of cucumber downy 
mildew (CDM) disease in the East Azarbaijan.

This study was primarily aimed at generating data as 
a foundation for improving the CDM forecasting system 
that functions as a decision-making tool for controlling 
downy mildew. It more specifically focused on the data 

Tab. 4. Pearson’s correlation coefficients (r) between for the overall meteorological variables and sporangia Pseudoperonospora cubensis and 
disease severity in during the 2-year (2014-2015) study period.

2014 1, 2015 2 Sporangium RH max. RH min. RH av. T min. T max. SSS Wind Rain Severity

Sporangium1 Pearson Correlation 1 .263 .227 .258 -.255 -.134 -.179 -.205 -.048 .828**

Sig. (2-tailed) .105 .165 .113 .117 .416 .275 .210 .771 .000
N 39 39 39 39 39 39 39 39 39 39

Severity1 Pearson Correlation .828** .403* .348* .396* -.329* -.181 -.291 -.124 .211 1
Sig. (2-tailed) .000 .011 .030 .013 .041 .271 .073 .451 .198
N 39 39 39 39 39 39 39 39 39 39

Sporangium2 Pearson Correlation 1 .179 -.053 .102 -.253 -.157 .011 -.130 -.038 .860**
Sig. (2-tailed) .252 .736 .514 .102 .313 .944 .405 .810 .000
N 43 43 43 43 43 43 43 43 43 42

Severity2 Pearson Correlation .860** .454** .236 .409** -.447** -.376* -.161 05 .217 1
Sig. (2-tailed) .000 .003 .132 .007 .003 .016 .308 .977 .168
N 42 42 42 42 42 42 42 42 42 42

Tab. 5. Results of the analysis of variance (ANOVA) for the disease 
severity of cucumber downy mildew and weather variables.

Model Sum of 
Squares DF a Mean 

Square F Sig.

2014 Regression 2761.558 2 1380.779 53.691 .000 b

Residual 925.819 36 25.717
Total 3687.377 38

2015 Regression 3510.438 3 1170.146 69.205 .000 c

Residual 642.520 38 16.908
Total 4152.958 41

a Degrees of freedom; b Predictors: (Constant), Sporangium, Rain; c 
Predictors: Sporangium, RH av., Rain.

Tab. 6. The regression models analysis of weather variables and dis-
ease severity of cucumber downy mildew during 2014 and 2015.

Model

Unstandardized 
Coefficients

Standardized 
Coefficients t Sig.

B Std. Error Beta

2014 Constant 7.493 1.053 7.115 .000
Sporangium .005 .000 .840 10.051 .000
Rain .715 .238 .251 3.002 .005

2015 Sporangium .006 .000 .833 12.879 .000
RHav .195 .059 .237 3.319 .002
Rain .192 .093 .147 2.075 .045
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that can be applied to adapt the aerial concentrations of 
sporangia and sporangia escape to the weather parameter 
along the projected pathways of sporangia transport and 
deposition for the risk prediction (Ojiambo et al., 2011). 
This forecasting system has reportedly led to a reduction 
of fungicide applications used by growers.

In Iran, farmers often use plastic houses, glass houses 
and net houses to grow cucurbits. They are confronted 
with the devastating attacks of downy mildew, especial-
ly on cucumber in winter, and are forced to frequent use 
fungicide applications (Fani et al., 2014, Pouzeshimiab 
and Fani, 2016). The relatively higher temperatures and 
humidity of these glass-covered houses in winter provides 
favorable conditions for the development of downy mil-
dew, enabling the produced sporangia to stay inside and 
spread more infection. 
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Abstract. This study aimed to predict the potential distribution of Amygdalus scopar-
ia and the changes in its ecological dimension under climate change scenarios using 
MaxEnt model in Iran. Species presence data, current climate data and different sce-
narios of CCM4 in 2050 and 2070 were used. Fars Province boundary and whole area 
of Iran were considered as the modeling boundary and projection boundary, respec-
tively. The predictive power of the model was within acceptable levels (AUC = 0.88). 
The Bio3, Bio15 and Bio4 variables had the greatest impact on predicting the potential 
distribution of A. scoparia. The highest percentage of potential niche of A. scoparia will 
occur in 2070 under RCP4.5 scenario (24.62%) in Fars Province. In Iran, however, the 
highest (22.57%) and lowest (16.77%) potential niche of A. scoparia belong to current 
and RCP8.5 scenarios in 2050. Amygdalus scoparia lacks specialization in Fars Prov-
ince, but the breadth of its ecological niche will be decreased in future and its distri-
bution will be limited in main mountain ranges, i.e., the Alborz in northern and the 
Zagros in western Iran.  

Keywords. Climate Change, Potential Distribution, Amygdalus scoparia, MaxEnt, Eco-
logical Niche.

1. INTRODUCTION  

Wild almond (Amygdalus scoparia) is a distinct and well-known xerophyte 
species in mountainous areas of Irano-Turanian floristic region. Large areas of 
its stands are distributed over dry and hot mountains of central, eastern and 
western Iran, Turkey, Afghanistan, Turkmenistan, and western Pakistan (Mo-
zaffarian, 2004). It is an upright broom-like shrub up to 3-4 m tall with non-
angled branches. The trunks of well developed individuals can be as thick as an 
arm. In some localities, A. scoparia is the dominant element in the arid forest 
ecosystems. It occurs most commonly above 1200 m altitude. The most elevated 
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stands reach 2700 m (Browicz and Zohary, 1996). A. sco-
paria as a lithophyte plant grows on loose conglomerates 
and limestone cliffs, loose volcanic rocks, crevices in rock 
slopes and in clay and sandy soils in arid and semi-arid 
mountainous regions where soils are very poorly devel-
oped. It is highly drought tolerant and play valuable role 
in soil conservation, slopes stabilization and surface run-
off reduction in arid mountainous areas (Tavakoli Neko et 
al., 2012; Abbasi, 2017). Furthermore, it is a pioneer spe-
cies that colonizes sites lacking developed soil and provide 
favorable conditions for establishment of other species 
through providing microclimate and coping with unfa-
vorable conditions in rock debris and stony slopes (Mor-
shedi and Koravand, 2016).

 A. scoparia plays pivotal role in the livelihood of local 
communities in arid mountainous regions of Iran. Local 
people and rural villagers use its fruits, gum and also bark 
and root for medicinal purposes. Furthermore, twigs are 
used for making traditional homewares and handicrafts. 
Wooden beams are used to build house and support roof. 
Branches and boughs are cut for wood fuel usage. Char-
coal production is a major utilization of wild almond by 
locals (Browicz and Zohary, 1996).

Degradation of habitats by anthropogenic and natu-
ral factors such as overutilization, grafting of cultivated 
almond on the wild almond, insects and diseases out-
break, climate change, drought and fire are endangering 
factors in A. scoparia habitats (Golestaneh et al., 2012). 
Despite the tremendous importance of this species for 
the livelihood and survival of local communities and 
arid mountain forests health and production, overuse 
during last decades was serious threats to survival and 
regeneration of A. scoparia and has imposed intoler-
able pressure on habitats (Haidarian Aghakhani et al., 
2017). Moreover, outbreak of pathogenic agents such as 
Wilsonomyces carpophilus and Biscogniauxia mediterra-
nea have brought about various diseases such as dieback 
and decline, shot hole, canker and etc. on wild almond 
(Mirabdollahi et al., 2019). Therefore, with regard to the 
outstanding ecological and economic attributes of this 
species in arid forests, it is necessary to provide favorable 
conditions for sustainable exploitation of current habi-
tats and planning to expand its distribution in areas that 
are potentially suitable for establishment. This can be 
achieved through the study of the effects of destructive 
human and natural causes such as climate change on it to 
conserve and improve the economic, social and ecologi-
cal values of A. scoparia forests.

Climate change is one of the main drivers of plant 
ecosystems distribution. Changes in plant species dis-
tribution within a specific ecosystem is also affected by 
climate change (Pacific et al., 2015). Climate change can 

greatly impact biodiversity in ecosystems (Sintayehu, 
2018). However, the effects of climate change on arid and 
semi-arid ecosystems are more severe than humid and 
semi-humid ecosystems (Grime et al., 2008). Since dis-
placement or alteration of species geographical distribu-
tion is one of the ways for resistance to climate change, 
understanding the impact of climate change on species 
potential distribution and mitigating its deleterious ef-
fects on biodiversity is necessary for management de-
cisions (Pressey et al., 2007). Plant species respond to 
climate change in a variety of ways such as adaptation, 
displacement in various directions and movement to 
higher elevation and latitude to find suitable climates. 
Local, regional, or global extinction is another response 
of plants to climate change (Parmesan and Hanley, 2015). 
Factors such as the genetic diversity of plant species, the 
ability to adapt to the magnitude of climate change, and 
the availability of space for species movement to other 
micro-climates can influence plant species responses to 
climate change (Loarie et al., 2009). Because of these dif-
ferences, plant species are not equally susceptible to cli-
mate change (Walther, 2010).

Recent conditions of climate change have taken the 
plants, particularly the rare ones, to the brink of extinc-
tion (Deb et al., 2017). There is increasing evidence that 
species are changing their distribution as a result of envi-
ronmental warming, particularly in montane ecosystems 
and that organisms living at high altitudes are particu-
larly at risk because of their restricted climatic niches 
and specific adaptations (Bennett et al., 2019). It has been 
reported that average air temperature will rise between 
1.69 and 6.88 °C in Iran by 2100 and climate is getting 
warm across the country especially in spring and sum-
mer (Zarenistanak et al., 2014). The effect of rising tem-
perature on reducing current and potential distribution 
range of species has been reported in several studies (Ves-
sella and Schirone, 2013; Al-Qaddi et al., 2016; Tarkesh 
and Jetschke, 2016). For example, climate change has been 
reported as a major factor in the decline of desirable habi-
tat of Ferula xylorhachis in northeastern Iran (Mazangi et 
al., 2016). In a study by Sangoony et al. (2016) the optimal 
habitat size of Bromus tomentellus decreased by more than 
51% in scenario 2080. Haidarian Aghakhani et al. (2017) 
reported a decrease of 43% and 59% in the area of A. sco-
paria habitat in Central Zagros Mountain, in Chaharma-
hal-e Bakhtiari Province, western Iran under RCP4.5 and 
RCP8.5 scenarios by 2050. Moreover, among the studies 
conducted from 2014 to 2018 on 37 species in Iran, about 
81% of the studies indicated a decrease in the habitat size 
and distribution area of species due to climate change that 
reptiles followed by plants has shown highest declining 
rate (Yousefi et al., 2019). Therefore, understanding the 
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potential impacts of climate change on species distribu-
tion to ameliorate its destructive effects on biodiversity 
is essential (Pressey et al., 2007). Consequently, predict-
ing the potential distributions of endangered species in 
future climates can provide useful insights into their re-
sponses to climate change.

The use of species distribution models (SDMs) to pre-
dict the impact of climate change on species distribution 
and ecological dimension has become common and an im-
portant tool for assessing the potential impacts of climate 
change on plant communities (Sinclair et al., 2010). The 
SDMs correlate the climatic conditions associated with the 
species habitat to the observed presence areas of each spe-
cies, which is consistent with Hutchinson’s (1957) defini-
tion of species’ environmental niche (Bellard et al., 2016). 
In other words, ecological niche models try to simulate the 
climatic nesting of a species using environmental variables 
and mathematical algorithms and present it geographical-
ly on a map (Mckenney et al., 2007). The predictions made 
by these models provide the basis for conservation plan-
ning decisions, so these models are useful for important 
decisions in ecological issues (Guisan and Zimmermann, 
2000; Upson et al., 2016). In addition, General Circulation 
Models (GCM) have been developed as reliable and pow-
erful tools to enhance understanding of climate change 
impacts and improve the ability to predict future climate 
patterns (Potta, 2004). The RCPs (Representative Concen-
tration Pathways) are climate change scenarios that have 
been developed based on various input variables such as 
the amount of greenhouse gas emissions due to population 
growth and the economy of different countries, the level 
of used technologies, land use changes and environmental 
policies to be used in GCM models. The RCPs reflect the 
trends of different concentrations of greenhouse gases in-
cluding carbon dioxide, vapor, nitrogen oxides, methane 
and ozone (Pachauri et al., 2014). 

Due to the value of A. scoparia forest in Iran, vari-
ous studies have been carried out to recognize its eco-
logical needs, to model its distribution and to predict the 
impact of climate change on its distribution in different 
parts of Iran (Salarian et al., 2008; Goodarzi et al., 2012; 
Tavakoli Neko et al., 2012; Piri Sahragard et al., 2017; 
Haidarian Aghakhani et al., 2017). However, there is lit-
tle information on how the size and extent of A. scoparia 
forests vary in facing of climate change. Therefore, this 
study aimed to predict the current potential distribution 
and the changes of potential ecological niche of A. sco-
paria under the climate change scenarios using MaxEnt 
model in Iran. Based on the literature review, this study 
is the first of its kind that models current and future 
distribution of A. scoparia under different climate sce-
narios across Iran.

2. MATERIALS AND METHODS

2.1 Study and projection areas

In this study, Fars Province boundary and whole area 
of Iran were considered as the modeling boundary and pro-
jection boundary, respectively (Fig. 1). Fars Province is lo-
cated in southern part of the Zagros Mountains and in Ira-
no-Turanian floristic region. The climate of Fars Province 
is semi-arid with average annual temperature and rainfall 
of 18 °C and 307 mm, respectively (Arvin and Shojaeeza-
deh, 2014). The average air temperature in the southern and 
northern parts of Iran ranges from 25 to 40 and 10 to 20 
°C, respectively. Although there is considerable variation in 
temperature and precipitation across the country, the aver-
age annual precipitation is about 240 mm (Alizadeh, 2010). 

2.2 Recording presence points of A. scoparia

First, pure habitats of A. scoparia were identified in 
Fars Province. Then, geographical coordinates of 200 pres-
ence points of A. scoparia were recorded using the GPS in 
2017-2019 period. The presence points were identified by 
locating quadrats along four sampling lines (sample lines 
were perpendicular to each other) (Fig. 1). The distance 
between sample lines was 1000 m according to habitat 
conditions and vegetation changes. In order to avoid spa-
tial autocorrelation, the presence points were considered 
one kilometer apart. So that, only one presence point was 
recorded in each 1 Km2 network (Shrestha et al., 2018). 
Quadrat size was determined 25 m2 by the minimal area 
method according to species characteristics (Piri Sahra-
gard et al., 2017).

Fig. 1. Fars Province with the presence points of Amygdalus scopar-
ia (left) and whole area of Iran (right).
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2.3 Climate variables

The CCM4 model available in the Worldclim cli-
mate database was used for modeling of climate change 
(Hijmans et al., 2005). In this model, there are four cli-
mate change scenarios from optimistic to pessimistic for 
2050 and 2070. These scenarios include RCP2.5, RCP4.5, 
RCP6 and RCP8.5. Current climate data were used to es-
timate the current distribution area of A. scoparia. This 
information was obtained from the interpolation of the 
geographical position of all meteorological stations in 
1950-2000 period. Before entering the input variables 
into the model, the correlation between them was cal-
culated and the variables with high correlation (high-
er than 0.85) were not entered into the model. Table 1 
shows climate variables used in the study along with 
their range of changes and measurement units. Due to 
the necessity of the variables being identical in all mod-
eling scenarios, the same scenarios were used to general-
ize the modeling results.

2.4 Modeling current and future potential distribution and 
analyzing the importance of variables

Modeling the potential distribution of A. scoparia un-
der current conditions and climatic scenarios of RCP2.6; 
RCP4.5; RCP6 and RCP 8.5 was performed for 2050 and 
2070 using the MaxEnt model (Phillips et al., 2006). In 
this study, 70% of the data were considered for training 
and 30% for test. The maximum iteration of the model run 
was assumed 1000 to achieve proper convergence. Model 
validation was performed using the area under the curve 
(AUC) of ROC function. The Jackknife test was used to de-
termine the importance of environmental variables. This 

method has acceptable accuracy for assessing the impor-
tance of variables (Verbyla and Litvaitis, 1989). 

2.5 Selecting the threshold limit of species presence

The TSS statistic was used to determine the optimum 
threshold for presence of the species and to identify the 
point of distinction based on sensitivity (SE) and specific-
ity (SP) values in R 3.1.1 software; then prediction map of 
presence-absence of species was prepared. The TSS statis-
tic is one of the appropriate statistic to determine the op-
timum threshold of presence. Independency of the model 
sensitivity to species prevalence is main reason for choos-
ing this method (Allouche et al., 2006). For this purpose, 
10,000 background absence points and presence points as 
well as the predicted value for these points were used. After 
applying the optimum threshold limit on species distribu-
tion map, calculations of changes in potential niche area 
of species were performed using ArcGIS 10.2 software. As-
sessment of threshold value for separation of presence and 
absence data including Correct classification, Misclassifi-
cation, Sensitivity, Specificity, False positive rate and False 
negative rate was performed in SPSS 20 software.

2.6 Quantifying the dimensions of ecological niche

Statistical values of habitat overlap showing the extent 
of overlap between ecological niches as well as breadth of 
niches representing specialist and generalist were calculat-
ed in ENMtools 1.3 software. Overlap analysis of ecologi-
cal niches was performed using two indices of Schoener’s 
D (Schoener, 1968) and Hellinger’s I (Warren et al., 2008). 
Habitat overlap indices range from 0 to 1 (Mirshamsi, 
2013) whose high values mean complete overlap and low 
values mean less overlap of ecological niches. Breadth in-
dex of ecological niche was measured with Levin’s B1 and 
B2 (uncertainty) indices (Levin, 1968). The values for these 
indices also fluctuate between 0 and 1, with values close 
to zero meaning specialist and values close to 1 meaning 
generalist (Vorsino et al., 2013).

3. RESULTS

3.1 Evaluating accuracy of the prediction models

As noted, the AUC was used to evaluate the accuracy 
of the prediction models. The AUC which is derived from 
the ROC diagram is a quantitative indicator for showing 
the performance and predictive power of the model. Ver-
tical axis indicates the sensitivity (true positive) and the 
horizontal axis shows the specificity (false positive) in the 

Tab. 1. Variables, units and range of change in Fars Province.

Variable Title Range of 
change Unit 

Bio3 Isothermality (BIO2/BIO7) 32-43 Dimensionless

Bio4 Temperature Seasonality 
(Standard Deviation) 5784-9017 Degrees Celsius

Bio13 Precipitation of Wettest 
Month 27-86 Millimeters

Bio14 Precipitation of Driest 
Month 0-2 Millimeters

Bio15 Precipitation Seasonality 
(Coefficient of Variation) 79-126 Fraction

Bio17 Precipitation of Driest 
Quarter 0-17 Millimeters

Bio19 Precipitation of Coldest 
Quarter 66-201 Millimeters
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AUC curve. According to Swets (1988) classification (Ap-
pendix 1), the AUC values indicated acceptable accuracy 
of prediction models in training and test phases in this 
study (AUC = 0.88). 

3.2 Analyzing the significance of climatic variables and 
response curves

Investigating the importance of variables using the 
Jackknife test showed that Bio3, Bio15 and Bio4 variables 
had the most effects on habitat distribution of A. scoparia 
(Fig. 2). The Bio19 had the least effect on the prediction 
model of species distribution. Interpretation of the re-
sponse curves of A. scoparia to each of these variables 
showed that by increasing the value of Bio3 variable the 
suitability of the habitat is decreased and consequently 
the probability of species presence decrease. Accordingly, 
the highest rate of habitat suitability and thus the highest 
probability of occurrence for this species is in areas with 
isothermal value between 31 and 34. On the other hand, 
by increasing the Bio15 variable (seasonal precipitation co-
efficient) up to 85, the habitat suitability can increase and 
thus the probability of species presence increase. However, 
by increasing the value of this variable to over 85, habi-
tat suitability and species probability decrease (Appendix 
2). Investigating of the species response curve to change 
in Bio4 variable (seasonal temperature variations) also 
indicates that by increasing the value of this variable up 
to 6500 will increase habitat suitability and increase the 
probability of species presence. But a further increase in 
this value can reduce habitat suitability and thus reduce 
the likelihood of species presence probability.

3.3 Prediction map of potential and current distribution of 
species in Fars Province and Iran

Prediction map for potential distribution of A. sco-
paria in current scenario is presented in Fig. 3. On this 
map blue color states high probability and brown color 

presents low probability. Accordingly, the most favorable 
areas for species presence in Fars Province are in the west-
ern, southeastern, and northern regions of the province 
(left map). Studying the potential distribution range of 
A. scoparia in Iran showed that the species has the abil-
ity to grow in northwest, north, northeast and along the 
Zagros Mountains to the north of Bandar Abbas City in 
southern Iran. In general, the northern parts of the coun-
try are more favorable for the establishment of the species, 
and the potential distribution of the species in this area is 
higher than in other parts of the country.

Examination of potential distribution changes of A. 
scoparia under climate scenarios of 2050 and 2070 showed 
that in central parts of Fars Province which are not suit-
able for the species at current scenario will have the poten-
tial for species presence in 2050 under RCP4.5 and RCP8.5 
scenarios. In the case of RCP 8.5 scenario occurrence, 
parts of south-east, south and south-west of Fars Province 
that have high potential for species presence in RCP2.6 
and RCP4.5 scenarios will face a decline in suitability 
and thus a decrease in potential for the species distribu-
tion. The 2070 map shows that under the RCP2.6, RCP6 
and RCP8.5 scenarios, the central area of Fars Province 
is still unsuitable for species distribution. In the RCP4.5 
scenario, large portions of the province will have potential 
for species presence, which is similar to the results for the 
RCP4.5 scenario in 2050 (Fig. 4). Modeling the potential 
distribution range of the species in Iran also showed that 
in 2050 under the RCP4.5 and RCP6 scenarios some parts 
of the south and south of the country will have potential 
for species presence. As temperatures rise in 2050 and 
move toward a pessimistic scenario, the range of species 
distribution will be reduced and the potential distribu-
tion of species will be limited to the western and north-
western parts of the country. In 2070, by moving from an Fig. 2. Jackknife test results to determine the importance of envi-

ronmental variables in Amygdalus scoparia habitats.

Fig. 3. Prediction map for potential distribution of Amygdalus sco-
paria in current scenario in Fars Province and Iran.
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optimistic scenario to a pessimistic scenario the potential 
distribution range of the species will extend to eastern 
and southeastern regions of the country in addition to the 
western and northern parts (Fig. 5).

3.4 Dimensions of ecological niche of species

The results of investigating of niche breadth index in 
different scenarios showed that the highest niche breadth 
in Fars Province was at RCP4.5 scenario. This increase in 
niche width is line with the increase in the potential dis-
tribution of species (Fig. 6). The lowest niche breadth in 
Fars Province was related to the RCP6 scenario in 2070 
(Table 2). In this scenario, large areas in the center of the 
province lack the potential for species presence, which has 
reduced the ecological niche breadth of the species. The 

results of the potential distribution range of the species in 
Iran showed that the highest and lowest extent of niches 
belong to the RCP4.5 and RCP8.5 scenarios, respectively, 
in 2050. This is in consistent with the potential distribu-
tion maps of the species in 2050.

The overlap rates of A. scoparia ecological niche based 
on I and D indices in Fars Province and Iran are presented 
in Tables 3-6. In Fars Province, the highest rate of niche 
overlap was 0.86 which calculated between RCP6, 2050 
and RCP2.6, 2070 scenarios. The overlap value for the 
mentioned scenarios was 0.98 based on I index. The low-
est value of niche overlap in Fars Province was calculated 
0.63 for the scenarios of RCP8.5, 2050 and RCP2.6, 2050 
(Appendix 3). The overlap value of these two scenarios was 
0.84 based on I index (Appendix 4).

In Iran, over 50% overlap among all the scenarios 
was observed. The highest overlap of niches currently was 
with the RCP2.6 scenarios for 2050 and 2070. The lowest 

Fig. 4. Potential distribution of Amygdalus scoparia in different sce-
narios of 2050 and 2070 in Fars Province.

Fig. 5. Potential distribution of Amygdalus scoparia in different sce-
narios of 2050 and 2070 in Iran.

Fig. 6. Prediction binary map of potential climatic niche of Amyg-
dalus scoparia under different scenarios in Fars Province.

Tab. 2. Breadth changes of Amygdalus scoparia niche based on rel-
evant metrics used in climatic scenarios.

Scenario, 
Year

Fars Province Iran

B1 B2 B1 B2

Rcp2.6, 2050 0.57 0.96 0.32 0.93
Rcp2.6, 2070 0.55 0.96 0.34 0.93
Rcp4.5, 2050 0.75 0.98 0.37 0.94
Rcp4.5, 2070 0.74 0.98 0.35 0.93
Rcp6, 2050 0.61 0.97 0.35 0.93
Rcp6, 2070 0.54 0.96 0.35 0.94
Rcp8.5, 2050 0.70 0.98 0.31 0.92
Rcp8.5, 2070 0.60 0.96 0.36 0.93
Current 0.71 0.98 0.35 0.93
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overlap with an index value of 0.71 was found between the 
RCP2.6, 2050 and RCP8.5, 2050 scenarios (Tables 3 and 4). 
According to the results of I index, the highest overlap of 
ecological nests was 0.96 which related to the RCP2.62070, 
RCP6 2050, RCP4.52050 and current scenarios. According 
to this index, the lowest value of overlap between the dif-
ferent scenarios was 0.87 (Appendix 5). 

3.5 Selecting the optimal threshold and evaluating the 
accuracy of prediction models

The appropriate threshold value was calculated 0.51 
based on TSS statistic. Then, the accuracy of the classifi-
cation of presence and absence data was evaluated with 
regard to threshold value by the statistic presented in Tab. 
5. This indicates that resulting threshold had suitable dis-
criminatory ability to distinguish presence and absence 
of species in the classification of species presence and ab-
sence. Because by considering optimum threshold of 0.51, 
the model’s ability to detect species presence and absence 
was greater than 0.80. In other words, the prediction mod-
el was able to correctly predict 85% of species presence 
(Sensitivity = 0.85). Species absence was predicted with an 

accuracy of 0.83 (Specificity = 0.83). In total, 83% of the 
used points were classified correctly. Misclassification of 
the presence and absence points was 16%. 

3.6 Final maps of species potential distribution in different 
climatic scenarios

In Fars Province, large portions of the province were 
identified unsuitable by applying threshold limit derived 
from the RCP2.6 scenario in 2050. In this scenario, a lim-

Tab. 3. Overlap of ecological niches of Amygdalus scoparia based on D index in Iran.

Species 2.62050 2.62070 4.52050 4.52070 6.2050 6.2070 8.52050 8.52070 Current 

2.62050 1 0.85 0.77 0.75 0.84 0.72 0.71 0.78 0.86
2.62070 x 1 0.80 0.79 0.87 0.78 0.75 0.81 0.85
4.52050 x x 1 0.78 0.82 0.72 0.74 0.81 0.85
4.52070 x x x 1 0.82 0.77 0.76 0.84 0.77
6.2050 x x x x 1 0.77 0.77 0.83 0.85
6.2070 x x x x x 1 0.72 0.77 0.72
8.52050 x x x x x x 1 0.74 0.74
8.52070 x x x x x x x 1 0.77
Current x x x x x x x x 1

Tab. 4. Overlap of ecological niches of Amygdalus scoparia based on I index in Iran.

Species 2.62050 2.62070 4.52050 4.52070 6.2050 6.2070 8.52050 8.52070 Current 

2.62050 1 0.95 0.91 0.89 0.94 0.87 0.87 0.91 0.96
2.62070 x 1 0.93 0.93 0.96 0.91 0.90 0.94 0.95
4.52050 x x 1 0.91 0.94 0.87 0.90 0.92 0.96
4.52070 x x x 1 0.94 0.91 0.91 0.95 0.90
6.2050 x x x x 1 0.90 0.91 0.95 0.95
6.2070 x x x x x 1 0.86 0.92 0.87
8.52050 x x x x x x 1 0.89 0.90
8.52070 x x x x x x x 1 0.91
Current x x x x x x x x 1

Tab. 5. Statistic of evaluating the accuracy of prediction model after 
applying threshold value.

Statistic Value Lower bound 
(95%)

Upper bound 
(95%)

Correct classification 0.83 0.82 0.83
Misclassification 0.16 0.16 0.17
Sensitivity 0.85 0.79 0.89
Specificity 0.83 0.82 0.83
False positive rate 0.17 0.16 0.17
False negative rate 0.15 0.10 0.19
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ited portion (4.41%) of the province will have the potential 
to accept the species (4.41%). The highest area (23.33%) 
of the province that have the potential to accept the spe-
cies in 2050 belongs to the RCP4.5 scenario. The results of 
the applying scenarios in 2070 also largely coincided with 
2050. The largest area of the species potential habitat in 
2070 will be under the RCP4.5 scenario (24.62%) in the 
province (Fig. 6). In whole country of Iran, the highest 
extent (22.57%) of habitat occupation will occur in 2050 
under the RCP4.5 scenario. In 2050, in addition to north-
ern parts of Iran, the south and southwestern parts of the 
country around Khuzestan Province will potentially have 
a species presence. But in later scenarios, the potential 
distribution of the species will be reduced. The lowest ex-
tent of potential distribution in 2050 will occur under the 
RCP8.5 scenario (16.77%) (Fig. 7). 

Table 6 shows the changes in the area of desirable hab-
itats under species occupation in different scenarios along 
with the occupancy rate. In the scale of Iran, the largest 
area that can be potentially occupied by species is related 
to the current scenario (22.5%). The lowest potential occu-
pation will occur in the RCP8.5 scenario in 2050 in Iran.

4. DISCUSSION

Climatic variables are the most important controller 
of species distribution (Guisan and Zimmermann, 2000) 
in terrestrial ecosystems. They have a direct influence on 
the behavior and physiology of plants. Temperature is the 
most important driver among the climatic factors in spe-
cies distribution, in particular. They can largely affect the 
plants, as they cannot evade adverse climatic conditions 
by sheltering or migrating (Hirzel and Le Lay, 2008). In 

other words, the spatial distribution of each plant species 
depends on its range of tolerance to climatic factors, eco-
logical niche, and its biological interactions (Pearman et 
al., 2008). A decrease in the area of a species habitat due 
to climate change is one of the factors that can affect spe-
cies survival in ecosystem (Lavergne et al., 2006; Becer-
ra-López et al., 2017). In fact, due to the species’ need for 
moisture and temperature, climate change can affect the 
geographical range of species distribution. In this study, 
the potential impacts of climate change on the potential 
distribution of A. scoparia and its ecological dimensions 
in Fars Province and Iran were investigated using the 
MaxEnt model for the first time. 

Model accuracy evaluation with the AUC statistic in-
dicated acceptable performance of the prediction model 
(AUC = 0.88). It has been reported that the value of AUC 
statistic in the MaxEnt model is mostly affected by the 
extent of ecological niche of plant species. The prediction 
performance of the MaxEnt model is excellent for spe-
cies with small ecological niches (Zare Chahouki and Piri 
Sahragard, 2016). As discussed before, A. scoparia has 
tiny ecological niche. Numerous studies have reported 
that the MaxEnt is a suitable method for modeling plant 
species distribution due to its special features such as high 
prediction performance with low sample size (Pearson, 
2007), lack of over-fitting (when wrong prediction of ab-
sence is zero and there are no in overestimation error or 
error in presence prediction) (Williams, 1995; Tibshirani, 
1996), being generative and productive and ease of use by 
experts and users (Phillips et al., 2006). Because of these 
capabilities, the successful application of this method in 
modeling species geographical distribution, tolerance of 
species to environmental variables, conservation of spe-
cies niche, identifying areas for conservation priority and 
logical estimation of species niche even with low sample 

Fig. 7. Prediction binary map of potential climatic niche of Amyg-
dalus scoparia under different scenarios in Iran.

Tab. 6. Changes in the area of desirable habitats of Amygdalus sco-
paria under different scenarios in Fars Province and Iran.

Scenario
Area in Fars 

Province 
(Km2)

% of 
occupation

Area in Iran 
(Km2)

% of 
occupation

2.62050 10374.50 8.44 297702.01 18.34
2.62070 5423.58 4.41 298744.30 18.44
4.52050 28652.21 23.33 365594.15 22.57
4.52070 30234.71 24.62 323839.93 19.99
62050 10138.52 8.25 302383.39 18.67
62070 2986.27 2.43 300007.54 18.52
8.52050 18756.17 15.27 271112.44 16.73
8.52070 21316.22 17.36 331563.08 20.47
Current 21266.31 17.32 365303.01 22.55
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size have been reported (Suárez-Mota et al., 2016; Antún-
ez et al., 2018). 

The largest potential habitats of A. scoparia are located 
in the eastern, southeastern, western and northern parts in 
Fars Province at the present time. Large parts of Iran in-
cluding northwest, north and north-east are potentially 
capable to support the species. It has the ability to settle in 
these areas provided other conditions to be favorable. Over-
all, the northern parts of Iran are more favorable for the 
establishment of the species especially in terms of climatic 
conditions. This part of the country is more likely to be oc-
cupied by A. scoparia than other parts. Currently, total area 
of A. scoparia habitats in Fars Province and Iran is 21266.31 
km2 (17.32% of the province total area) and 365303.01 km2 
(22.55% of the country total area), respectively. 

Analysis of relative importance of A. scoparia habitat’s 
variables showed that the Bio3, Bio4 and Bio15 variables 
had the most influence on species distribution and habi-
tat suitability determination. These variables can provide 
useful information on the habitat distribution of this spe-
cies; whereas the Bio19 variable had the least effect in this 
respect. Therefore, model run only with this variable is not 
useful for estimating the distribution of the species under 
study. The most suitable habitat and thus high probabil-
ity of species presence are in areas where the Bio3 variable 
(isothermal) is about 31 to 34 ⁰C, Bio15 variable (seasonal 
rainfall) with coefficient of variation between 80 and 90; 
and the Bio4 variable (seasonal temperature) with stand-
ard deviation between 6000 and 7000. Any increase in the 
values of these variables to higher amount will result in 
lower habitat suitability and thus lower probability of spe-
cies presence in these areas. Annual temperature and rain-
fall have been reported as important variables affecting 
the occurrence of A. scoparia. This species is more likely to 
occur in areas with temperatures of 24 to 26 °C and annual 
rainfall of 400 to 600 mm (Haiydariyan Aghakhani et al., 
2017). In total, isothermal, seasonal rainfall and seasonal 
temperature variables accounted for a significant percent-
age of changes in species distribution, and have the high-
est contribution in determining habitat suitability for A. 
scoparia.

The use of overlap and ecological niche breadth indi-
ces provides complete insight into the status of plant spe-
cies (Wan et al., 2017). In the modeling process, the use 
of niche measurement indices enables researchers to judge 
about the ecological niche of a species based on the input 
variables to the model (Suárez-Mota et al., 2015). If the spe-
cies ecological niche is large, it can be considered equiva-
lent to the suitable conditions based on the variables used. 
The value represented by the metrics used indicates the 
degree of overlap that has been happened with regard to 
the variables used in modeling. Considering the climatic 

variables used in Fars Province based on niche breadth 
criteria, the highest niche breadth was in the RCP4.5 sce-
nario in 2050, which is consistent with the findings from 
the distribution area. The highest niche size of the species 
was in the RCP4.5 scenario of 2070, which is justified by 
findings for distribution area. The highest niche overlap of 
species was observed between RCP2.6 in 2070 and RCP6 
in 2050 according to D and I indices in Fars Province. 
Because 86% of habitats in these period are considered as 
common. In Fars Province, ecological niches overlap was 
greater than 50% in most of the studied scenarios. This 
indicates that with the change in temperature in different 
scenarios, the occupation of the new area will be accom-
panied by including of the old areas. On the scale of Iran, 
results indicated the same situation. Consequently, most 
climate nests of A. scoparia will be located in areas that 
has been previously occupied by other scenarios in future 
climate change scenarios.

Modeling of current and future potential distribution 
of A. scoparia showed that some parts at the center of Fars 
Province that do not currently occupied by the species will 
have potential suitability under the RCP4.5 and RCP8.5 
scenarios in 2050. By 2070, a large proportion of the prov-
ince will have a potential for species presence (24.62%) in 
the RCP4.5 scenario in 2050. Due to the limited range of 
climatic factors affecting the habitat suitability of the spe-
cies resulting narrow niches of A. scoparia, high fluctua-
tions of the effective climatic variables can lead to loss of 
potential habitat suitablility. It has been reported that fail-
ure to adapt to the prevailing environmental conditions in 
an area and thus having limited habitat can ultimately lead 
to species extinction (Pressey, 2007). It should be noted 
that fluctuations in climate variables can even affect the 
suitability of habitats where species are currently available. 

Although the generation of binary maps from continu-
ous probabilistic maps has been criticized due to some lim-
itations in evaluating the accuracy of probabilities predict-
ed by the model (Vaughan and Ormerod, 2005; Freeman 
and Moisen, 2008), these maps can be used to evaluate the 
predictive validity of the model as well as in practical pro-
jects (Jimenez-Valverde and Lobo, 2007). According to the 
binary maps of suitability, the highest habitat area for oc-
cupation of species will be occurred under the RCP4.5 sce-
nario in 2050 and 2070 in Fars Province (23.33 and 24.62% 
of the province total area), respectively. In the scale of Iran, 
the highest and lowest areas that potentially can be occu-
pied by species was allocated to the current and the RCP8.5 
scenarios, in 2050, respectively. In other words, the spe-
cies have the largest potential habitats in current climatic 
conditions. The current potential distribution range of the 
species is limited to the northeast, northwest and western 
regions (around the Zagros Mountains) in Iran. Results of 
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species distribution changes in 2050 showed that under the 
RCP2.6 scenario the extent of habitat of the species will ex-
pand to the south of the country due to favorable climatic 
conditions, and species distribution range will decrease by 
moving to pessimistic scenarios. With the use of pessimis-
tic climate scenarios, the areas in the southeastern part of 
the country will have high potential for species distribution 
due to favorable climatic conditions by 2070. Our results 
revealed that the trend of potential niche changes in A. 
scoparia will not be linear with the change in scenarios of 
temperature rise. Consistent with the findings of this study, 
the expansion of potential areas for species establishment 
under the influence of RCP and RCP8.5 climate scenarios 
in the western Himalayas has been reported by Thapa et al. 
(2018). In fact, with increasing temperature and stress to 
plants, their ability to survive in drier, warmer and mini-
mum conditions of its favorable distribution range will 
decrease (Allen and Breshears, 1998). Therefore, organiz-
ing strategies for the conservation and restoration of forest 
ecosystems under short and long terms niether guarantee 
species survival nor distribution (Antúnez et al., 2018). 
Given the adverse ecosystem conditions in arid forests of 
the Fars Province and the unique habitat conditions of A. 
scoparia, these issues should be considered by planners and 
authorities in the conservation, exploitation, and develop-
ment programs.

In general, it seems that the central regions of Fars 
Province are not suitable for the presence of species due to 
lower altitude and consequently higher temperatures even 
under different climatic scenarios. In eastern, southeast-
ern, western and northern parts of Fars Province suitable 
climatic conditions and other environmental factors such 
as elevation, physiographic and soil characteristics meet 
the ecological needs of the species, thus have more poten-
tial for species establishment. It has been reported that cli-
mate change can affect the spatial distribution of species 
through expansion of suitable potential habitats toward 
highlands (Thuiller, 2007; Bellard et al., 2013). In addition 
to climate change, other factors such as infrastructure de-
velopment, human intervention and land use change can 
also lead to species migration to higher altitudes (Shrestha 
et al., 2018). In the case of A. scoparia, the results of pre-
vious studies indicate that in addition to climatic factors, 
altitude, physiographic characteristics, soil physical char-
acteristics such as sand percentage and type of geologi-
cal formation are the most important factors in limiting 
the presence of A. scoparia (Salarian et al., 2008; Tavakoli 
Neko et al., 2012). For example, the highest probability of 
A. scoparia presence in different parts of Iran is at an al-
titude of 1500 to 2150 m above msl and the presence of 
species outside this elevation range is severely restricted 
(Tavakoli Neko et al., 2012). 

5. CONCLUSIONS

Local authorities have started a rehabilitation and con-
servation program to recover degraded habitats and relicts 
of A. scoparia stands in Fars Province, Iran. They aim to 
extent the area of current habitats to larger size. Under-
standing potential impact of climate change on current and 
potential distribution areas of A. scoparia is major require-
ments to implement rehabilitation and conservation prac-
tices in the habitats. The findings of this research provide 
significant implications for the understanding of how and 
to what extent the spatial distribution of A. scoparia affected 
by the variations of environmental and climatic variables.

Our study showed that most of the potential habitats 
of A. scoparia in Fars Province and Iran belong to current 
scenario. However, in some areas potential habitat expan-
sion or contraction will occur in future climate scenarios 
in both Fars Province and Iran. The relationship between 
temperature rise in climate scenarios and the spread of spe-
cies ecological niches is not linear. Clearly, an increase in 
the area of potential habitats with favorable climatic condi-
tions will expand habitats of this species in the future. Fol-
lowing the expansion of A. scoparia habitats in Fars Prov-
ince and Iran in future, sustainable forest ecosystems in 
these areas will be provided in addition to reduction in soil 
erosion and land degradation. However, it should be noted 
that the presence of a plant species in an area is resultant of 
numerous environmental variables including soil, geologi-
cal formations, land use, ecological demands of the species 
and etc. Therefore, these variables along with climatic vari-
ables must be considered in identification of potential de-
sirable areas for the establishment of the species. 

Various actions must be undertaken by the local au-
thorities to promote the conservation of A. scoparia in 
Fars Province as well as Iran. Enhancing the position of 
local communities and utilizer groups in conservation 
of habitats, creating alternative livelihoods for utilizer 
groups to provide sustainable income for them and reduce 
their forest dependency, development of ecotourism in 
wild almond forest in order to introduce the importance 
of such species to the people, introducing modern utili-
zation methods to the utilizer groups, manual seeding of 
wild almond seeds in degraded habitats to enhance its nat-
ural regeneration, and finally prohibit of grafting domestic 
almond on the rootstocks and twigs of wild almonds by 
farmers and utilizers are some actions that we recommend 
to be implemented by the local authorities.
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Appendix 1. Classification of the Area under the Curve of the ROC 
curve (Swets, 1988)

Coefficient class Range 

Poor 0.50-0.70
Acceptable 0.70-0.90
Good 0.90-1.00

Appendix 2. The value of the AUC for the ROC curve for training 
and test data in maximum entropy prediction model.

Appendix 3. Overlap of ecological niches of Amygdalus scoparia 
based on D index in Fars Province.

Species 2.62050 2.62070 4.52050 4.52070 6.2050 6.2070 8.52050 8.52070 Current

2.62050 1 0.78 0.72 0.74 0.80 0.73 0.63 0.83 0.74
2.62070 x 1 0.72 0.75 0.86 0.82 0.69 0.77 0.74
4.52050 x x 1 0.81 0.76 0.68 0.78 0.75 0.81
4.52070 x x x 1 0.79 0.70 0.79 0.77 0.77
6.2050 x x x x 1 0.80 0.72 0.81 0.78
6.2070 x x x x x 1 0.65 0.71 0.72
8.52050 x x x x x x 1 0.66 0.72
8.52070 x x x x x x x 1 0.74
Current x x x x x x x x 1

Appendix 4. Overlap of ecological niches of Amygdalus scoparia 
based on I index in Fars Province.

Species 2.62050 2.62070 4.52050 4.52070 6.2050 6.2070 8.52050 8.52070 Current

2.62050 1 0.96 0.90 0.92 0.96 0.94 0.84 0.97 0.93
2.62070 x 1.00 0.93 0.95 0.98 0.97 0.90 0.96 0.94
4.52050 x x 1.00 0.95 0.94 0.91 0.95 0.92 0.96
4.52070 x x x 1.00 0.95 0.92 0.94 0.93 0.94
6.2050 x x x x 1.00 0.96 0.90 0.97 0.95
6.2070 x x x x x 1.00 0.87 0.94 0.93
8.52050 x x x x x x 1.00 0.86 0.91
8.52070 x x x x x x x 1.00 0.93
Current x x x x x x x x 1.00

Appendix 5. Response curves of ther most important variables in 
the habitat of A. scoparia.
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